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(ABSTRACT)



In duty-cycled wireless sensor networks, time is organized into consecutive small time slots. A
node is either wholly awake in select slots (defined as slotted listening mode) or fractionally awake
in every slot (defined as low power listening mode). In duty-cycled sensor networks which are not
clock-synchronized, it is a non-trival problem to guarantee that two neighbor nodes discover each
other within bounded latency.

In this dissertation proposal, we first present quorum-based asynchronous wakeup scheduling
schemes for duty-cycled wireless sensor networks with slotted listening mode. The schemes or-
ganize time slots as quorum systems, and the slots in which a node will be awake are referred to
as quorums. The goal is to ensure that two neighboring nodes that adopt such quorums as their
wakeup schedules can hear each other at least once in bounded time slots. We propose two designs:
cyclic quorum system pair (or cqs-pair) and grid quorum system pair (Or gqs-pair).

The cqs-pair contains two cyclic quorum systems from which any two quorums will have a non-
empty intersection. The cqgs-pair design provides an optimal solution in terms of energy saving
ratio for asynchronous wakeup scheduling. To quickly assemble a cqs-pair, we present a fast con-
struction scheme which is based on the multiplier theorem and the (N, k, M, [)-difference pair
defined by us. Regarding the gqs-pair, we prove that any two grid quorum systems will automati-
cally form a gqs-pair. We analyze the performance of both designs, in terms of average discovery
delay, quorum ratio, and energy saving ratio. We show that our designs achieve better trade-off
between the average discovery delay and quorum ratio (and thus energy consumption) for different
cycle lengths.

We also present rendezvous mechanisms for duty-cycled sensor networks with low power listening
(LPL) mode. Our protocol is called Q-MAC, which combines quorum-based wakeup scheduling
with low-power listening, to provide an asynchronous neighbor discovery, run-time configurable,
and an ultra low duty cycle (i.e., 1%) solution for wireless sensor networks. Q-MAC provides
configuration flexibility in duty cycle by selecting different pairwise quorums as preamble sam-
pling schedules, which is different from the conventional approach of periodic preamble sampling
as in B-MAC [1] and X-MAC [2] protocols. We show that Q-MAC can guarantee asynchronous
neighbor discovery within bounded latency. Q-MAC’s quorum-based wakeup scheduling is based
on cgs-pair.

We implemented the proposed designs in a wireless sensor network platform consisting of Telosb
motes. Our implementation-based measurements further validate the analytically-established per-
formance trade-off of cqs-pair, gps-pair, and Q-MAC.

Based on these results, we propose several research directions for post-preliminary exam study. We
propose to further improve the energy efficiency of quorum-based asynchronous wakeup schedul-
ing mechanisms/protocols by asymmetric design. Another major direction is to develop cross-layer
optimizations including that of routing, with such scheduling mechanisms/protocols. In addition,
we also propose to develop capacity maximization solutions and support for efficient multicast and
broadcast with asynchronous wakeup.
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Chapter 1

Introduction

1.1 Duty-cycled Wireless Sensor Networks

Wireless sensor networks (WSNs) [4] have recently received increased attention for a broad array
of applications such as surveillance [5], environment monitoring [6], medical diagnostics [7], and
industrial control [8]. As wireless sensor nodes usually rely on portable power sources such as
batteries to provide the necessary power, their efficient power management is a critical issue.

It has been observed that idle energy plays an important role for saving energy in wireless sensor
networks [9]. Most existing radios used in wireless sensor networks (i.e., CC2420 [10]) support
different modes, like the transmit/receive mode, the idle mode, and the sleep mode. In the idle
mode, the radio is not communicating but the radio circuitry is still turned on, resulting in energy
consumption which is only slightly less than that in the transmitting or receiving states. Thus, a
better way to optimize energy is to shut down the radio as much as possible in the idle mode [9],
and it is desirable to have low duty cycle operation when the network is idle.

Supposing that time is arranged into consecutive and equal time slots, there are two modes for
low duty cycle operation: slotted listening mode [11, 12] and low power listening mode [1]. In
the slotted listening mode, a node is wholly awake in select slots and sleeps in the remaining slots
when there is no data transmission or reception. In the low power listening (or LPL) mode, a node
will be fractionally awake in every slot.

We define duty cycle as the percentage of active time of a node during its entire operational time.
Generally, the duty cycle in the LPL mode is lower than that in the slotted listening mode.

Although low duty-cycled operation can increase energy efficiency in WSNs, neighbor discovery
(or rendezvous) becomes more complex than that in non duty-cycled networks, since we cannot
guarantee that two nodes are awake simultaneously.
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Figure 1.1: Duty-cycled operation in radio of wireless sensor networks
1.2 Wakeup Scheduling and Rendezvous Mechanisms

In order to save more idle energy, it is necessary to introduce a wakeup scheduling mechanism in
which a node sleeps in more slots in the idle state for duty-cycled WSNs in the presence of pending
transmissions [13, 14]. The major objective of wakeup scheduling and corresponding rendezvous
mechanism for neighbor discovery is to maintain network connectivity while reducing the idle
state energy consumption. Existing wakeup scheduling mechanisms fall into three categories: on-
demand wakeup, scheduled wakeup, and asynchronous wakeup.

In on-demand wakup mechanisms [15-18], out-of-band signaling or operational cycle is used to
wake up sleeping nodes in an on-demand manner. For example, with the help of a paging signal, a
node listening on a page channel can be woken up. As page radios can operate at lower power con-
sumption, this strategy is very energy efficient. However, it suffers from increased implementation
complexity.

In scheduled wakeup mechanisms [19-21], low-power sleeping nodes wake up at the same time,
periodically, to communicate with one another. Examples include the S-MAC protocol [19] and the
multi-parent schemes protocol [13]. In such mechanisms, all nodes maintain periodic sleep-listen
schedules based on locally managed synchronization. Neighboring nodes form virtual clusters to
set up a common sleep schedule.

The third category, asynchronous wakeup mechanisms [1,2,12,22,23], are also well studied. Com-
pared to the scheduled rendezvous wakeup mechanism, asynchronous wakeup does not require
clock synchronization. In this approach, each node follows its own wakeup schedule in the idle
state, as long as the wakeup intervals among neighbors overlap. To meet this requirement, nodes
usually have to wakeup more frequently than in the scheduled rendezvous mechanism. However,
there are many advantages of asynchronous wakeup, such as easiness in implementation and low
message overhead for communication. Furthermore, it can ensure network connectivity even in
highly dynamic network environments.

The quorum-based wakeup scheduling paradigm, sometimes called quorum-based power saving
(QPS) protocol [11,24-26], has been proposed as a powerful solution for asynchronous wakeup
scheduling in the slotted listening mode. In a QPS protocol, the time axis on each node is evenly
divided into beacon intervals. Given an integer n, a quorum system defines a cyclic pattern, which



specifies the awake/sleep scheduling pattern during n continuous beacon intervals for each node.
We call n the cycle length, since the pattern repeats every n beacon intervals. A node may stay
awake or sleep during each beacon interval. QPS protocols can guarantee that at least one awake
interval overlaps between two adjacent (or neighboring) nodes, with each node being awake for
only O(y/n) beacon intervals.

Most previous works only consider homogenous quorum systems for asynchronous wakeup schedul-
ing [12], which means that quorum systems for all nodes have the same cycle length and same
pattern. However, many WSNs are increasingly heterogenous in nature—e.g., the network nodes
are grouped into clusters, with each cluster having a high-power cluster head node and low-power
cluster member nodes [27-32]. Thus, it is desirable that heterogenous sensor nodes (i.e., cluster-
heads and cluster members) have heterogenous quorum-based wakeup schedules (or different cycle
lengths). We describe two quorums from different quorum systems as heterogenous quorums in
this proposal. If two adjacent nodes adopt heterogenous quorums as their wakeup schedules, then
they have different cycle lengths and hence different wakeup patterns. Thus, the fundamental prob-
lem becomes how to guarantee the intersection property for heterogenous quorums and apply them
to wakeup scheduling for WSNs with the slotted listening mode.

It is also necessary to investigate the asynchronous rendezvous mechanism in the LPL mode with
quorum-based wakeup scheduling. This is because, neighbor discovery between any two nodes
becomes more difficult when two neighbor nodes are not always simultaneously powered on in
each time slot. The rendezvous mechanism in traditional MAC protocols such as B-MAC [1], X-
MAC [2], and WISEMAC [22] for the LPL mode work as follows: in case of data transmission,
the sender transmits long preambles or short strobed preambles that are long enough to notify a
receiver who is also duty cycling to be awake; in the idle state, all nodes use low power listening
by sampling the state of channels.

Although B-MAC and X-MAC achieve excellent performance for idle energy saving, they are less
appealing in terms of flexible configuration. In particular, they assume fixed time slots (or channel
checking interval) , i.e., 100ms or 200ms. However, once the application is deployed, it is almost
not feasible to change parameters like the checking interval and the duty cycle of radio in the idle
state. However, run-time configuration of these parameters is desirable for a variety of reasons.

First, many wireless sensor networks adopt a tiered topology [27, 28] in which there are het-
erogenous entities, i.e., cluster head and cluster members, which have different energy saving
requirements. The election of different entities in a network is usually dynamic or through rota-
tion [33,34]. For example, a cluster head is selected based on its remaining energy. Such dynamic
role changes require run-time configuration of the duty cycle of the radio.

Second, environmental changes, e.g., seasonal changes in wild fire monitoring, also require run-
time configuration of duty cycles. For example, a lower duty cycle during the summer season and
a higher duty cycle (which implies a shorter checking interval and lower discovery latency) during
the winter season are often desirable. In addition, a mobile node may want to change its duty cycle
parameters after joining a new network when the node does not have much a-priori knowledge of
the network.



Thus, it is desirable to design a flexible asynchronous rendezvous mechanism in the LPL mode,
for achieving both flexility of run-time configuration toward optimizing energy, as well as bounded
neighbor discovery latency.

1.3 Summary of Current Research and Contributions

Our main goal in designing flexible asynchronous wakeup scheduling both in slotted listening
mode and in the LPL mode is to maintain network connectivity. Here we use the term ‘“con-
nectivity” loosely, in the sense that a topologically connected network in our context may not be
connected at any time; instead, all nodes are reachable from any node within a finite amount of
time.

Towards that end, we have designed a heterogenous quorum-based wakeup scheduling mechanism
for WSNss with slotted listening mode. We then extend the design to duty-cycled WSNs with LPL
mode, which is more energy efficient and sacrifice little in neighbor discovery latency.

Our current research results and contributions are summarized as follows:

— cgs-pair [35]. We have developed a quorum-based asynchronous wakeup scheduling mecha-
nism called cyclic quorum system pair (or cgs-pair). The cqs-pair mechanism guarantees that two
adjacent nodes which adopt heterogenous cyclic quorums from such a pair as their wakeup sched-
ules can hear each other at least once within one super cycle length (i.e., the larger cycle length in
the cqs-pair).

We also developed a fast algorithm for constructing cqs-pairs, using themultiplier theorem [36] and
the (N, k, M, I)-difference pair defined by us. Given a pair of cycle lengths (n and m, n < m), we
show that the cqs-pair is an optimal design in terms of energy saving ratio. The fast construction
scheme significantly improves the speed of finding an optimal quorum, in contrast to previous
exhaustive methods [37].

We also analyze the performance of cqs-pair in terms of expected delay ("T_l < E(delay) < mT_l),

quorum ratio, and energy saving ratio.

We also analyze the performance of cqs-pair in terms of expected delay, quorum ratio, and energy
saving ratio, and derive analytical expressions that upper and lower bound these metrics, e.g., the
n—1

expected delay is bounded by “5= < E(delay) < mT_l, where n and m are the cycle lengths of

two quorum systems in the cqs-pair.

With the help of the cqs-pair, we show that heterogenous WSNs can achieve better trade-off be-
tween energy consumption and average delay. For example, all cluster-heads and gateway nodes
can select a quorum from the quorum system with smaller cycle length as their wake up schedules,
to obtain smaller discovery delay. In addition, all members in a cluster can choose a quorum from
the system with longer cycle length as their wakeup schedules, in order to save more idle energy.



— gqs-pair [38]. We have also developed another quorum-based asynchronous wakeup schedul-
ing mechanism called the grid quorum system pair (or ggs-pair). In this design, each quorum
system of the pair is a grid quorum system [37]. We prove that any two grid quorum systems can
form a ggs-pair.

When compared with cqs-pair, gqs-pair has better performance in terms of average neighbor dis-
covery latency. We show that for a ggs-pair with y/n x /n grid and \/m x /m grid, the average

discovery delay is bounded within “=D5"D — B(Dejay) < @=UWMED - yhile the quorum

3vn 3vm
ratios are 2‘/2_1 and 2‘/5_1, respectively. With the help of the ggs-pair, WSNs can also achieve

better trade-off between energy consumption and average delay.

— (Q-MAC [39]. Based on the cqgs-pair mechanism, we developed a quorum-based asynchronous
duty cycling MAC protocol, called Q-MAC. We use the cqs-pair concept to design Q-MAC by
combining dual preamble sampling to provide a flexible configuration solution for asynchronous
low power listening mechanism at the MAC layer. In Q-MAC, a node will not follow periodic,
duty cycled low-power listening (LPL) as in B-MAC or X-MAC, but instead follow a quorum-
based LPL schedule. To use Q-MAC, a node can choose its quorum-based LPL schedule so long
as the quorum schedule will intersect at least once with the quorum schedules of its neighboring
nodes in bounded time.

We show that Q-MAC guarantees low duty cycle (e.g., 1%) and yet ensures the discovery of neigh-
boring nodes within bounded delay. The primary advantage of Q-MAC is run-time configuration,
which allows flexible adjustment of the power saving policy to reflect the available energy or
different workloads in heterogenous networks. Although Q-MAC requires global agreement on
some basic LPL parameters, such as the length of the channel checking interval and the preamble
sampling period (equal to the awake time) in each interval, this does not preclude Q-MAC from
independently choosing its quorum-based LPL pattern.

— Implementation [38,39]. We implemented cqs-pair, gqs-pair, and Q-MAC in a wireless sensor
network platform comprised of Telosb motes [40] running the TinyOS operating system. We
implemented Q-MAC atop the LPL interface in TinyOS. The radio used by TelosB is the Chipcon
CC2420, which is an 802.15.4 compliant device. We developed a variety of APIs that can be used
by WSN applications to initiate the mechanisms and protocols. Our implementation did not require
any modifications to upper layer protocols such as that for routing. Using this implementation, we
experimentally evaluated the performance of the proposed mechanisms and compared them against
existing solutions (e.g., B-MAC, X-MAC) in terms of energy-saving ratio, neighbor discovery
latency, and deliver ratio. The experimental evaluation reveal that Q-MAC can achieve flexible
tradeoffs between saving energy and bounding end-to-end transmission delay.



1.4 Summary of Proposed Post Preliminary-Exam Work

Based on these research results, we propose the following major research directions for the post-
preliminary exam work:

e Improved quorum-based asynchronous protocols. We propose to investigate the possibility of
further improving the energy efficiency of quorum-based asynchronous wakeup scheduling mech-
anisms and MAC protocols by asymmetric design. We observe that it is not necessary to always
guarantee the quorum intersection property in the idle state since there is no data for transmission
and nodes do not need to find out about each other in such cases. The intersection is only needed in
case of data transmission via unicast or multicast. Several directions can be considered to reduce
the quorum intersections. For example, we can consider the data transmission as a write operation
and the idle listening as a read operation. Now, we can consider the concepts of read quorum, write
quorum, and read-write quorum in a quorum group. In order to save energy, it is only necessary to
guarantee the intersection property between some quorums, e.g., read quorums will not intersect
with each other, but a read-quorum will intersect with a write quorum or a read-write quorum.
Hence, if a node adopts the read quorum in the idle state, and switches to the write-quorum or
the read-write quorum in case of data transmission, we can guarantee network connectivity, and
meanwhile, provide higher energy efficiency.

We propose to design improved quorum-based asynchronous protocols, which are based on such
quorum groups. An example design is a grid quorum group, i.e., a read quorum consisting of a
column of elements in the grid, a write quorum consisting of a row of elements in the grid, and
a read-write quorum consisting of a row plus a column of elements in the grid. We propose to
design such protocols based on quorum groups to achieve better energy saving ratio and discovery
latency, and that can be easily implemented for WSNs.

o Cross-layer design with routing protocol adaption. With quorum-based wakeup scheduling or
LPL scheduling at the MAC layer, both the one-hop delivery latency and the end-to-end delay will
be affected. Here, we refer to the delivery latency as the neighbor discovery latency after introduc-
ing the proposed quorum-based mechanism. If we denote the latency of a node discovering another
node as the cost of a link connecting the two nodes, then the cost of the links will be continuously
changing. In WSNs, with such dynamic “link costs’, how to find an optimal shortest routing path
that yields the shortest end-to-end data delivery latency is a non-trivial problem. Traditional short-
est path algorithms such as Bellman-Ford [41] and Dijkstra [42] cannot be used directly for finding
such a shortest path because, at different temporal points, the cost of each link varies. Thus, the
routing path that was built in the last time slot will not be valid in the current time slot anymore.

We propose to formally model this problem and solve it by developing variants of existing routing
protocols, e.g., AODV [43], MintRoute [44], to construct a new routing protocol over quorum-
based asynchronous MAC protocols. The proposed new routing protocol will be significantly
different from conventional works in networks where the link cost was unchanged or changed
slowly. It will have temporal adaptation feature such as that in [45], and will also need support



from the underlying MAC layer. We propose to design such a protocol, establish its theoretical
properties, implement it over a WSN platform of Telosb motes, and conduct experimental studies.

In addition to these major directions, we also propose the following minor research directions:

e Capacity maximization. Although quorum-based wakeup scheduling is energy efficient, it has
the cost of additional neighbor discovery delay which may reduce the overall system transmission
capacity. The additional neighbor discovery latency will not significantly affect applications with
low traffic. But for traffic-intensive applications, such as data aggregation, the additional latency
may negatively affect their performance. We propose to identify the factors that affect network
capacities under quorum-based scheduling mechanisms. We propose to develop solutions to max-
imize the capacity, e.g., random quorum selection, practical backoff time setting, for applications
with high traffic load such as data aggregation.

e Broadcast/multicast support. The dissertation proposal’s quorum-based asynchronous wakeup
scheduling mechanisms and MAC protocols support broadcast and multicast transmissions (see
Chapter 5). However, these broadcast and multicast mechanisms have disadvantages. For example,
a high number of RTS messages may be send out to trigger receivers to wake up to receive the
broadcast/multicast data. A better solution may be to extend the cqgs-pair concept to cqs m-pair in
which m cyclic quorum systems have the heterogenous rotation closure property with one another.
We propose to develop cqs m-pair-based asynchronous wakeup scheduling mechanisms to support
broadcast and multicast.

1.5 Proposal Outline

The rest of the proposal is organized as follows: We overview past and related works and compare
them with our work in Chapter 2. In Chapter 3, we outline the basic preliminaries of quorum-
based power-saving protocols. The detailed design of heterogenous quorum systems pair (i.e.,
cqgs-pair and gqgs-pair) is discussed in Chapter 4. In this chapter, we present our cqgs-pair con-
struction scheme, and analyze the performance of cqs-pair and gqgs-pair. We also describe our
implementation for cqs-pair and gps-pair in Chapter 4, and report our experimental measurements.
We present the design of Q-MAC and its performance in Chapter 5. We conclude, summarize our
contributions, and describe the proposed post-exam work in detail in Chapter 6.



Chapter 2

Past and Related Work

Wakeup scheduling and corresponding neighbor discovery (rendezvous) mechanisms for wireless
sensor networks can be broadly classified into three categories. We summarize and overview them
as follows.

2.1 On-Demand Wakeup

The implementation of on-demand wakeup schemes [15, 18, 46] typically requires two different
channels: a data channel and a wakeup channel for awaking nodes as and when needed. It is
assumed that the nodes can be signaled and awakened at any point of time and then a message is
sent to the node. This is usually implemented by employing two wireless interfaces. The first radio
is used for data communication and is triggered by the second ultra low-power (or possibly passive)
radio which is used only for paging and signaling. This allows for the immediate transmission of
a signal on the wakeup channel if a packet transmission is in progress on the other channel, thus
reducing the wakeup latency.

STEM [15] and its variation [16], and passive radio-triggered solutions [17] are examples of this
class of wakeup methods. The drawback is the additional cost for the second radio. The STEM
(Sparse Topology and Energy Management) work [15] uses two different radios for wakeup signals
and data packet transmissions, respectively. The key idea is that a node remains awake until it has
not received any message destined for it for a certain period of time. STEM uses separate control
and data channels, and hence the contention among control and data messages is alleviated. The
energy efficiency of STEM is dependent on that of the control channel.

Thus, although these methods can be optimal in terms of both delay and energy, they are not yet
practical. The cost issues, currently limited available hardware options which results in limited
range and poor reliability, and stringent system requirements prohibit the widespread use and de-
sign of such wakeup techniques.



2.2 Synchronized Rendezvous Wakeup

In this class [19, 20,22,47-49], the nodes follow deterministic (or possibly random) wakeup pat-
terns. Time synchronization among the nodes in the network is generally assumed. These schemes
require that all neighboring nodes wake up at the same time.

The simplest way is by using a Fully synchronized pattern, like that in the S-MAC protocol [19]. In
this case, all nodes in the network wakeup at the same time according to a periodic pattern. S-MAC
follows a virtual clustering approach to synchronize the nodes to a common wakeup scheme with a
slotted structure. By regularly broadcasting SYNC packets at the beginning of a slot, neighboring
nodes can adjust their clocks to the latest SYNC packet in order to correct relative clock drifts.

In a bootstrapping phase, nodes listen for incoming SYNC packets in order to join the wireless
sensor networks, and join a virtual synchronization cluster. When hearing no SYNC’s, a node
starts alternating in its wake-up pattern and propagates its schedule with SYNC messages. A
problem of the virtual clustering arises when several clusters evolve. Bordering nodes in-between
two clusters have to adopt the wake-patterns of both clusters, which imposes twice the duty cycles
to these nodes. An S-MAC slot consists in a listen interval and a sleep interval. The listen interval
is fragmented into a synchronization window to exchange SYNC messages, and a second and third
window dedicated to RTS-CTS exchange. Nodes with receiving a RTS traffic announcement will
clear the channel with a CTS respective window, and stay awake during the sleep phase, whereas
all other nodes will go back to sleep.

The slot length and duty cycle must be set in a fixed manner, which severely restrains latency and
maximal throughput. This can be disadvantageous, as traffic can often be of bursty nature and the
rate of traffic can vary over time.

A further improvement can be achieved by allowing nodes to switch off their radio when no activity
is detected for at least a timeout value, like that in the T-MAC protocol [20]. In T-MAC, the listen
interval ends when no activation event has occurred for a given time threshold. An activation event
may be the sensing of any communication on the radio, the end-to-end transmission of a node’s
data transmission, overhearing a neighbor’s RTS or CTS which may announce traffic destined to
itself. One drawback of T-MAC’s adaptive time-out policy is that nodes often go to sleep too early.

The disadvantages of scheduled rendezvous schemes include the complexity and the overhead for
synchronization.

2.3 Asynchronous Wakeup

Asynchronous wakeup scheduling. B-MAC [1] is a CSMA-based technique that utilizes low power
listening and an extended preamble for rendezvous. Nodes wake-up and sleep independently. If a
sender wishes to transmit, it precedes the data packet with a preamble that is slightly longer than
the sleep period of the receiver. During the awake period, a node samples the medium and if a
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preamble is detected, it remains awake to receive the data. With the extended preamble, a sender
is assured that at some point during the preamble, the receiver will wake up, detect the preamble,
and remain awake in order to receive the data. While B-MAC performs quite well in idle listening,
it suffers from the overhearing problem, and the long preamble dominates the energy usage.

XMAC [2] and DPS-MAC [50] was proposed to improve B-MAC, in which a short preamble was
proposed to replace the long preamble in B-MAC. Also, there is receiver information embedded in
the short preamble to avoid the overhearing problem. The main disadvantage of B-MAC, X-MAC,
and DPS-MAC is that it is difficult to reconfigure the protocols after deployment, and thus they
lack flexibility.

quorum design. The concept of quorum systems, which are widely used in the design of distributed
systems [51-56] for the application of data replicas, mutual exclusion and fault tolerance. A quo-
rum system is a collection of sets such that the intersection of any two sets is always non-empty.
There are two widely used quorum systems [37]: cyclic quorum system and grid quorum systems.

quorum-based wakeup scheduling [12,57]. This was first introduced in [11] in the context of
IEEE 802.11 ad hoc networks. The authors proposed three different asynchronous sleep/wakeup
schemes that require some modifications to the basic IEEE 802.11 Power Saving Mode. More
recently, Zheng et al. [12] took a systematic approach toward designing asynchronous wakeup
mechanisms for ad hoc networks (which is also applicable for WSNs). They formulate the problem
of generating wakeup schedules as a block design problem and derive theoretical bounds under
different communication models. The basic idea is that each node is associated with a Wakeup
Schedule Function (WSF) that is used to generate a wakeup schedule. For two neighboring nodes
to communicate, their wakeup schedules must overlap regardless of their clock difference.

For the quorum-based asynchronous wakeup design, Luk and Wong [37] designed a cyclic quorum
system using difference sets. However, they perform an exhaustive search to obtain a solution for
each cycle length N, which is impractical when /V is large.

Asymmetric quorum design [58]. In the clustered environment of sensor networks, it is not al-
ways necessary to guarantee all-pair neighbor discovery. The Asymmetric Cyclic Quorum (ACQ)
system [58] was proposed to guarantee neighbor discovery between each member node and the
clusterhead, and between clusterheads in a network. The authors also presented a construction
scheme which assembles the ACQ system in O(1) time to avoid exhaustive searching. ACQ is a
generalization of the cyclic quorum system. The scheme is configurable for different networks to
achieve different distribution of energy consumption between member nodes and the clusterhead.

However, it remains a challenging issue to efficiently design an asymmetric quorum system given
an arbitrary value of n. One previous study [12] shows that the problem of finding an optimal asym-
metric block design can be reduced to the minimum vertex cover problem, which is NP-complete.
However, the ACQ [58] construction is not optimal in that the quorum ratio for symmetric-quorum

is ¢ = [2}] and the quorum ratio for asymmetric-quorum is ¢ = [/%]. Another drawback

is that it cannot be a solution to the h-QPS problem since the two asymmetric-quorums cannot
guarantee the intersection property.
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Transport layer approach. Wang et al. [59] applied quorum-based wakeup scheduling at the trans-
port layer which can cooperate with any MAC-layer protocol, allowing for the reuse of well-
understood MAC protocols. The proposed technique saves idle energy by relaxing the requirement
for end-to-end connectivity during data transmission and allowing the network to be disconnected
intermittently via scheduled sleeping. The limitation of this work is that each node adopts the same
grid quorum system as its wakeup schedule, and the quorum ratio is not optimal when compared
with that of cyclic quorum systems.

Schedules based on Chinese Remainder Theorem. In [57], the authors present a mechanism called
Disco which is a simple adaptation of the Chinese Remainder Theorem [60]. They show that
Disco can ensure asynchronous neighbor discovery in bounded time, even if nodes independently
set their own duty cycles. Another work [61] called C-MAC adopts similar mechanism for wakeup
scheduling in WSNSs.

In [62], Kuo et. al. adopt relative primes as the wakeup schedules for neighbor nodes in order
to support multicast in asynchronous wakeup mechanisms. The main principle is the intersection
property from Chinese Remainder Theorem [60]. The limitation of this mechanism is that the
discovery latency is usually too long, i.e., over 100 slots for a (13, 17) prime pair in [57], to satisfy
the delay constraints of many WSN applications, which prevent their practical applications.



Chapter 3

Preliminaries

3.1 Network Model and Assumptions

We represent a multi-hop wireless sensor network by a directed graph G(V, '), where V is the
set of network nodes (|V'| = N), and E is the set of edges. If node v; is within the transmission
range of node v;, then an edge (v;, v;) is in £. We assume bidirectional links. The major objective
of quorum-based wakeup scheduling is to maintain network connectivity regardless of clock drift.
Here, we use the term “connectivity” loosely, in the sense that a topologically connected network
in our context may not be connected at any time; instead, all the nodes are reachable from a node
within a finite amount of time.

We also make the following assumptions: (1) Time axes is arranged as consecutive short time in-
tervals or slots, and all slots have the same duration; (2) There is no time synchronization among
nodes; thus the time slots in two nodes are not necessarily aligned; (3) In idle mode, at the be-
ginning of a time interval, a node may or may not check the state of its channel, depending on its
wakeup or LPL schedule; and (4) The overhead of turning on and shutting down radio is negligibly
small.

As for the first assumption, the length of one time interval depends on application-specific re-
quirements. For example, for a radio compliant with IEEE 802.15.4 [63, 64], the bandwidth is
approximately 128kb/s and a typical packet size is less than 512KB. Given this, the slot length
(i.e., the beacon interval) can be approximately 50ms.

12
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Figure 3.1: Cyclic Quorum System (left) and Grid Quorum System (right)

3.2 Quorum-based wakeup scheduling

3.2.1 Quorum system

We use the following definitions for quorum systems. Given a cycle length n, let U = {0,--- ,n—
1} be an universal set.

Definition 1. A quorum system Q under U is a superset of non-empty subsets of U, each called a
quorum, which satisfies the intersection property: VG, H € Q : G N H # ().

Definition 2. Given an integer i > 0 and quorum G in a quorum system Q under U, we define
G+i={(x+1i)modn:ze G}

Definition 3. A quorum system Q under U is said to have the rotation closure property if VG, H €
Q,i€{0,1,..n—1}: GN(H+1i) #0.

There are two widely used quorum systems, grid quorum system and cyclic quorum system, that
satisfy the rotation closure property.

Grid quorum system [37]. In a grid quorum system, shown in Figure 3.1, elements are arranged
as a \/n X y/n array (square). A quorum can be any set containing a column and a row of elements
in the array. The quorum size in a square grid quorum system is 2,/n — 1. An alternative is
a “triangle” grid-based quorum in which all elements are organized in a triangle fashion. The
quorum size in “triangle” quorum system is approximately v/2,/n.

Cyclic quorum system [37]. A cyclic quorum system is based on the ideas of cyclic block design
and cyclic difference sets in combinatorial theory [36]. The solution set can be strictly symmetric
for arbitrary n. For example, the set {1,2, 4} is a quorum from a cyclic quorum system with cycle
length = 7. Figure 3.1 illustrates three quorums from a cyclic quorum system with cycle length 7.

3.2.2 Quorum-based Wakeup Scheduling

Previous work [24] has defined the QPS (quorum-based power-saving) problem as follows: Given
an universal set U = {0,1,..n — 1} (n > 2) and a quorum system Q over U, two nodes that
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Figure 3.2: Neighbor discovery under partial overlap

select any quorum from Q as their wakeup schedules must have at least one overlap in every n
consecutive time slots.

Theorem 1. Q is a solution to the QPS problem if Q is a quorum system satisfying the rotation
closure property.

Theorem 2. Both grid quorum systems and cyclic quorum systems satisfy the rotation closure
property and can be applied as a solution for the QPS problem in wireless sensor networks.

Proofs of Theorems 1 and 2 can be found in [24].

Since sensor nodes are subject to clock drift, the time slots are not exactly aligned to their bound-
aries in practical deployments. In most cases, two nodes only have partial overlap during a certain
time interval. It has been shown that two nodes that adopt quorum-based wakeup schedules can
discover each other even under partial overlap.

Theorem 3. [12] If two quorums ensure a minimum of one overlapping slot, then with the help
of a beacon message at the beginning of each slot, two neighboring nodes can hear each others’
beacons at least once.

Theorem 3’s proof is presented in [12]. An illustration is given in Figure 3.2. Suppose that node A’s
quorum and node B’s quorum intersect with each other in the first element and that the clock drift
between the two nodes is At (1 slot < At < 2 slots). We can see that node A’s 1% beacon message
in the current cycle (beacon messages are marked with solid lines) will be heard by node B during
node B’s 2" time slot interval in its current cycle. Meanwhile, node B’s 2¢ beacon message in the
current cycle will be heard by node A during its n*" time slot interval in the previous cycle (beacon
messages are marked with dash lines).

This theorem ensures that two neighboring nodes can always discover each other within bounded
time if all beacon messages are transmitted successfully. This property also holds true even in the
case when two originally disconnected subsets of nodes join together as long as they use the same
quorum system.
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3.2.3 Heterogeneous Quorum-Based Wakeup Scheduling

We introduce the h-QPS (heterogeneous quorum-based power saving) problem in this section [35].
In WSN, it is often desirable that different nodes wakeup according to heterogeneous quorum-
based schedules. There are several reasons for this. First, many WSNs have heterogeneous nodes
such as cluster-heads, gateways, and relay nodes [65]. They often have different requirements
regarding average neighbor discovery delay and energy saving ratio. For cyclic quorum systems,
generally, cluster-heads should wakeup based on a quorum system with small cycle length, and
member nodes should wakeup based on a longer cycle length. Second, WSNs that are used in
applications such as environment monitoring typically have seasonally-varying power saving re-
quirements. For example, a sensor network for wild fire monitoring may require a larger energy
saving ratio during winter seasons. Thus, they often desire variable cycle-length wakeups during
different seasons.

We define the h-QPS problem as follows. Given two heterogeneous quorum systems X over
{0,1,--- ,n—1}and Y over {0, 1,--- ,m—1} (n < m), design a pair (X', )) in order to guarantee
that:

1. two nodes that select two quorums G € X and H € Y as their wakeup schedules, respec-
tively, can hear each other at least once within every m consecutive slots; and
2. X and ) are solutions to QPS, individually.

A solution to the h-QPS problem is important toward ensuring connectivity when we want to
dynamically change the quorum systems between all nodes. For example, suppose that all nodes
in a WSN initially wakeup via a larger cycle length. When there is a need to reduce the cycle length
(e.g., to meet a delay requirement or due to changing seasons), the sink node can send a request
to the whole network gradually through some relay nodes. The connectivity between a relay node
and the remaining nodes will be lost if the relay node first changes its wakeup schedule to a new
quorum schedule, which cannot overlap with the original schedules of the remaining nodes.

Although grid quorum systems and cyclic quorum systems can be applied as a solution for the
QPS problem, that does not necessarily mean that any pair of such systems can be a solution to the
h-QPS problem. We will show this in Section 4.1.2.

3.2.4 Rendezvous Mechanism with Periodic LPL Scheduling

Previous works on low power listening (or LPL) adopt periodic preamble sampling mechanisms [1,
2] in which a node checks the state of its channel once every x time units, where x is usually 100ms
or 200ms. If the gain of the channel is less than a certain threshold level, it means that there is no
activity from its neighbors and the node will go back to sleep.

When a sender wants to send out data, it first sends out a long preamble [1] or multiple short
strobed preambles, which contain the sender’s identity [2]. When the desired receiver detects the
short preamble, it will keep awake and will feed back an acknowledgment to the sender. After the
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Figure 3.3: Neighbor discovery mechanism with periodic LPL scheduling in the X-MAC protocol

sender receives the acknowledgement, the actual data transmission will begin.

An illustration is given in Figure 3.3. In the idle state, both the sender and the receiver follow
periodic LPL scheduling. Once the sender wants to transmit data, it sends out multiple short
strobed preambles to trigger the receiver to wake up.



Chapter 4

Heterogenous Quorum-based Wakeup
Scheduling

4.1 Heterogenous Quorum System Pair

4.1.1 Heterogeneous Rotation Closure Property

First, we define a few concepts to facilitate our presentation. Some definitions are extended from
those in [37]. We will also use definitions from [36] to denote Z,, as a finite field of order n and
(Zn,+) as an Abelian Group.

Definition 4. Let A be a set in (Z,,, +). For any integer g € Z,,, we define A+g = {(x+g) modn :
x € A}. We further define a cyclic quorum system which contains A, ..., A+n —1as C(A,Zy,).

A + g defines all elements in A that are roundly shifted by integer ¢ in Z,,. For example, if A =
{1,2,4}in (Z,+), then A+4 = {5,6, 1}; we alsohave C(A,Z;) = {{1,2,4},{2,3,5}--- ,{7,1,3}}.

Definition 5. (p-extension). Given two positive integers n and p, for a set A = {a;|]1 <1 < k,a; €
Z,}, the p-extension of A is defined as AP = {a; + j*xn|1 <i<k,0<j<p-—1,a; € Z,}. For
a quorum system Q = {Ay, -+, A, }, the p-extension of Q is defined as QP = {A},--- | AP }.

Example: Let A = {1,2,4} in (Zy, +). Now, A% = {1,2,4,8,9,11,15, 16, 18} in (Zs1, +). If a
quorum system Q = {{1,2,4},{2,3,5},{3,4,6}}, then we have Q% = {{1,2,4,8,9,11},{2,
3,5,9,10, 12}, {3,4,6, 10, 11, 13} }.

Definition 6. (Heterogeneous rotation closure property). Given two positive integers N and M
where N < M and p = [3L, consider two quorum systems X over the universal set {0, --- N —1}
and Y over the universal set {0, -+ M — 1}. The pair (X,Y) is said to satisfy the heterogeneous
rotation closure property if :

17
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Figure 4.1: Heterogenous rotation closure property between two cyclic quorum systems: A with
cycle length of 7 and B with cycle length of 21. A quorum from A’s p-extension A? will overlap
with a quorum from B.

I.VYGeXP HeY ie N+:GN(H+1)#0, and
2. X and )Y satisfy the rotation closure property (Definition 1), respectively.

Example: Let A = {1,2,4} in (Z7;,+) and B = {1,2,4,10} in (Zy3,+). Consider two cyclic
quorum systems Q4 = C(A,Z;) and Qp = C(B, Zy3). Now, Q4% = C({1,2,4,8,9,11}, Z4).
We can verify that any two quorums from Q 4 and Qp must have non-empty intersection. Thus,
the pair (Q 4,9p) satisfies the heterogeneous rotation closure property.

Lemma 1. If two quorum systems X and ) satisfy the heterogeneous rotation closure property,
then the pair (X,Y) is a solution to the h-QPS problem.

Proof. According to Definition 6, if two quorum systems X and ) satisfy the heterogeneous ro-
tation closure property, a quorum G from X and a quorum H from ) must overlap at least once
within the larger cycle length of X and ). Thus, two nodes can hear each other if they select G
and H as their wakeup schedules, respectively, based on Theorem 3. This implies that (X, ))) is a
solution to the h-QPS problem. The lemma follows. 0

Example: In Figure 4.1, there are two cyclic quorum systems C'(A, Z;) and C(B, Zs; ). Since they
have different cycle lengths, we extend A’s cycle by 3 (3 = (2—71]) times and denote its extension as
AP. Now, AP will have an intersection with B within 21 time slot intervals. We can further verify
that B and its rotations will overlap with AP. Thus, (C(A, Zz),C(B, Z21)) has the heterogeneous
rotation closure property and it can be a solution to the h-QPS problem.

4.1.2 Cyclic Quorum System Pair (Cqs-Pair)

In this section, we present one design of heterogenous quorum systems: cgs-pair which is based
on the cyclic block design concept and cyclic difference sets in combinatorial theory [36].

We first review two definitions which were originally introduced in [37].
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Definition 7. (N, k, \)- difference set. A set D : {a,...,a;}( mod N), a; € [0, N — 1], is called
a (N, k, \)-difference set if for every d # 0, there are exactly \ ordered pairs (a;, a;), a;,a; € D
such that a; — a; = d (modN).

Definition 8. Relaxed (N, k)- difference set. A set D : {ay,...,ax}( mod N), a; € [0, N — 1],
is called a relaxed (N, k)-difference set if for every d # 0, there exists at least one ordered pair
(a;,a;), a;,a; € D such that a; — a; = d (modN).

Example: The set {0,1,2,4,5,8,10} is a (15, 7, 3)-difference set. The set {0, 1,2,4} is a relaxed
(8,4)-difference set.

We will now introduce two new definitions that are closely related with the cqs-pair.

Definition 9. (N, k, M, l)-difference pair. Suppose N < M and p = [%]. Suppose there are
sets A : {ay,---ap} in (Zn,+) and B : {by,---b;} in (Zy,+). The pair (A, B) is defined as a
(N, k, M, 1)-difference pair if Vd € {0,--- , M — 1}, there exists at least one ordered pair b; € B
and a; € AP such that b; — a¥ = d (mod M).

Consider an example where N = 7and M = 13. Let A = {1,2,4} and B = {1,3,6, 7} be two
subsets in (Z7, +) and (Z;3, +), respectively. Then (A, B) is a (7, 3, 13, 4)-difference pair, since
for A% ({1,2,4,8,9,11}) and B,

1=3-2 2=6-4 3=1-11 4=6-2 5=6-1
6=7—-1 7=3-9 8=6-11 9=7—11 10=1—4 (mod 13)
11=6-8 12=1-2 13=1-1

Definition 10. (Heterogeneous cyclic coterie pair). Given two groups of sets X = {A, A +
1,--+ ,A+N—1}over{0,--- N—1}andY = {B,B+1,--- ,B+M—1}over{0,--- , M —1},
suppose N < M and p = [%]. We call (X)) a heterogeneous cyclic coterie pair if: V(A+14)P C
XPand (B+7)C Y, (A+0)PN(B+j) #0.

Theorem 4. Suppose A ={ay,--- ,ar} in(Zy,+)and A; = A+i; B={by, -+ ,bp} in(Zp,+)
and B; = B + j, where N < M. Given two groups of sets X = {A;|0 < i < N — 1} and
Y ={B;|0 < j < M — 1}, the pair (X,)) is a heterogeneous cyclic coterie pair if and only if
(A, B)isa (N, k, M,l)-difference pair.

Proof. Sufficient Condition. Without loss of generality, we assume that j > ¢ regarding two sets
B; and A7, where p = [247. Consider the r'" element of B; and s™ element of A", denoted by b;

p : : — P
and a; ., respectively. We will now show that b; . = a; ..

Let the " element of B be b, and the 5" element of A” be a?. Then b;, — a”, = (b, — a? + i —
j) mod M. According to the definition of (IV, k, M, [)-difference pair, there must be some r and s
such that b, — a? = j — i (mod M). Therefore, we can always choose a pair of 7 and s such that
bir — a . =0 (mod M). This implies that B; N AF # ().

j78
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Necessary Condition. We prove necessity by contradiction. Assume that B; N AP £ (), but (A, B)
is not a (N, k, M, [)-difference pair. Then, there exists a number € {0,--- , M — 1}, say t, for
which b; — a¥ # t (mod M), Vi, j.

Consider the 7" element of B; and the s element of A?. We have b; . —a? = b, —a?+t (mod M).
Since B; N A" # 0, b;,, — a? = 0 for some r and s. This implies that b, — a? = t (mod M) for
some 7 and s, which contradicts the derivation of b; — a¥ # t (mod M) Vi, j from the assumption.
The theorem follows. 0]

If two groups of sets X and Y can form a heterogeneous cyclic coterie pair, then they have at least
one intersection within the larger cycle length. But the pair does not guarantee that any two sets
from the same group, X or ), also have an intersection.

Definition 11. cyclic quorum system pair (cqs-pair). Given two quorum sets X = {A, A +
1,--+ ,A+N—1}over{0,--- N—1}andY = {B,B+1,--- ,B+M—1}over{0,--- , M —1},
suppose N < M. We call (X,)) a cqs-pair if

1. (X,)) is a heterogeneous cyclic coterie pair; and
2. X and Y are cyclic quorum systems, respectively.

Theorem 5. Given two groups of sets X = {A, A+1,--- J/A+N—1}and)Y = {B,B+1,--- , B+
M —1}, where A = {ay,--- ,ap}in(Zy,+)and B = {by,--- ,b;} in (Zpr, +) (N < M), the pair
(X,)) is a cqs-pair if and only if

1. (A, B)isa (N,k, M,l)-difference pair; and
2. Ais arelaxed (N, k)-difference set and B is a relaxed (M, 1)-difference set.

Proof. If (A, B)is a (N, k, M, [)-difference pair, then (X, ))) is a heterogenous cyclic coterie pair.
Further, if A and B are relaxed difference sets, respectively, then X and ) are cyclic quorum

systems, respectively. Similarly, we can prove that the converse is also true. The theorem follows.
O

Theorem 6. The cyclic quorum system pair (cqs-pair) is a solution to the h-QPS problem.

Proof. According to the definition of cqs-pair, a cqs-pair satisfies the heterogeneous rotation clo-
sure property. Thus, the cgs-pair can be a solution to the h-QPS problem according to Lemma 1.
The theorem follows. [

Corollary 1. Given a cyclic quorum system X, (X, X ) is a cqs-pair.
Example 1: Let A = {1,2,4} and X = C(A,Z;); B = {7,9,14,15,18} and Y = C(B,Za).
The pair (X, )) is a cgs-pair. Also, both (X', X') and (), )) are cqs-pairs.

Example 2: Let A = {3,5,6} and B = {7,9,14,15,18}. The pair (X,))) is not a cqs-pair,
although X" and ) are cyclic quorum systems, respectively.
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Example 3: Let A = {1,2,4} and X = C(A,Z7); B = {1,2,4} in (Z14,+) and Y = C(B, Z4).
(A, B) is a (7,3, 14, 3)-difference pair. But (X,)) is not a cqs-pair since B is not a relaxed
difference set in (Zy4,+) and ) is not a cyclic quorum system.

4.1.3 Grid Quorum System Pair (Gqs-Pair)

Now, we introduce another design, grid quorum system pair (gqs-pair) of heterogenous quorum
systems.

Definition 12. Grid quorum system pair (gqs-pair). If a quorum in a grid quorum system contains
one row and one column of elements, the gqs-pair is a pair consisting of any two such grid quorum
systems.

Lemma 2. The gqs-pair satisfies the heterogeneous rotation closure property and can be a solution
to the h-QPS problem.

Proof. It has been proven in [24] that the grid quorum system satisfies the rotation closure property.
Thus, we only need to prove that for two grid quorum systems X over {0,--- ,n — 1} and ) over
{0~ m=1}(n<m,p=[2]),VG? € X?, H € Y,i € {0,--- M—1}, there is GPN(H +i) # ()
or (G+4)PNH # 0.

Consider a quorum G from X which contains all elements in the column ¢, namely c,c+ \/ﬁ -e,ct
vn(y/n—1), where 0 < ¢ < y/n. Then, a quorum (G +4)? from the p — extension of X’ contains
elements, which has the largest distance of /n between any two consecutive elements. (G + i)?
must have an intersection with H since H contains a full row which has v/m (> \/n) consecutive
integers. Thus, the grid quorum system pair satisfies the heterogeneous rotation closure property
and can be a solution to the h-QPS problem. The lemma follows. [

An illustration on the heterogeneous rotation closure property of the gqs-pair is given in Figure 4.2.
There are two grid quorum systems in Figure 4.2, A with the size of 4 x 4 and B with the size
of 6 x 6. Without considering clock drift, we can see that A’s quorums will intersect with B’s
quorums in the 10, 374, 7" and the 12" slot.

4.2 Construction Scheme for Cqs-pair

It is straightforward to construct a ggs-pair since it contains two arbitrary grid quorum systems.
Therefore, we only discuss the construction of cgs-pair, which is non-trivial. In previous works,
exhaustive search has been used to find an optimal solution for the cyclic quorum design [37]. This
is not practical when cycle length (n) is large. In this section, we first present a fast construction
scheme for cyclic quorum systems and then apply it to the design of a cqs-pair.
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Figure 4.2: An example grid quorum system pair and its rotation closure property: grid quorum
system A has a grid 4 x 4 and B has a grid 6 x 6. A quorum from A and a quorum from B overlap
at 3 slots with B’s cycle length.

4.2.1 Multiplier Theorem [3]

We introduce a few concepts to facilitate our presentation.

Definition 13. Let D be a (v, k, \)-difference set in an Abelian group (G, +) of order v. For an
integer m, we define
mD = {mx :x € D}

Then, m is called a multiplier of D if mD = D + g for some g € G. Also, we say that D is fixed
by the multiplier m if mD = D.

Example: The set D = {0,1,5,11} is a (13,4, 1)-difference set in (Zy3,+). Then, 3D =
{0,2,3,7} = D + 2, and hence 3 is a multiplier of D.

Definition 14. Automorphism. Suppose (X, A) is a design. A transform function « is an auto-
morphism of (X, A) if
Ha(z):z€e A} : Ae A=A

Definition 15. Disjoint cycle representation: The disjoint cycle representation of a set X is a
group of disjoint cycles in which each cycle has the form (x a(x) a(a(x)) - - - ) for some x € X.

Suppose the automorphism is = — 2x mod 7. The disjoint cycle representation of Z is as follows:
0)(124)(365).

Theorem 7. (Multiplier Theorem). Suppose there exists a (v, k, \)-difference set D. Suppose also
that the following four conditions are satisfied:

1. pis prime;
2. ged(p,v) = 1;
3. k—X=0(modp); and
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4. p> A\

Then p is a multiplier of D.

Theorem 8. Suppose that m is a multiplier of a (v, k, \)-difference set D in an Abelian group
(G, +) of order v. Then there exists a translate of D that is fixed by the multiplier m.

The proofs of Theorem 7 and Theorem 8 are given in [36]. According to the Theorem of Singer
Difference Set, there must exist a (¢*>+¢g+1, ¢+ 1, 1)-difference set when ¢ is a prime power. Thus,
we only consider the (¢> + ¢ + 1,q + 1, 1)-design, where ¢ is a prime power, in our construction
scheme.

In the following, we first give an example to illustrate the application of the Multiplier Theorem
for the construction of difference sets.

Example. We use the Multiplier Theorem to find a (21, 5, 1)-difference set. Observe that p = 2
satisfies the conditions of Theorem 7. Hence 2 is a multiplier of any such difference set. By
Theorem 8, we can assume that there exists a (21, 5, 1)-difference set in (Zo;,+) that is fixed by
the multiplier 2. Therefore, the automorphism is a(x) — 2x mod 21. Thus, we obtain the disjoint
cycle representation of the permutation defined by a(x) of Zy; as follows:

(0) (12481611) (3612) (510201917 13) (7 14) (9 18 15)

The difference set we are looking for must consist of a union of cycles in the list above. Since the
difference set has a size five, it must be the union of one cycle of length two and one cycle of length
three. There are two possible ways to do this, both of which happen to produce the difference set:

(3671214) and (7914 15 18)

With the Multiplier Theorem, we can quickly construct (¢*>+g+1, ¢+1, 1)-difference sets, where ¢
is a prime power. This mechanism significantly improves the speed of finding the optimal solution
relative to the exhaustive method in [37].

After obtaining the difference sets, we use Theorem 5 to build a cgs-pair.

4.2.2 Verification Matrix

Armed with Theorem 4, we adopt a verification matrix to check the non-empty intersection prop-
erty of two heterogeneous difference sets.

Suppose that A = {aq,as, -+ ,ax}in (Zy,+) and B = {by, by, - -+ ,b;} in (Zps, +) where N < M
and p = [%1 The verification matrix is defined as a pk x [ matrix M, whose element m, ; is
equal to (b; — a? ) mod M, where a? € AP, as shown below:
bl—aﬁ) bl—agk
Mlxpk = bz — aé’

p p
bl—al bl—apk
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We can check whether (A, B) is a heterogeneous cyclic coterie pair by checking whether M,
contains all elements from 0 to M — 1 or not. If the checking result is true, it means that:

vd € {0,--- ,M — 1}, 3b; € Band a? € AP, b; — a} = d (mod M).

This indicates that (A, B) is a heterogeneous cyclic coterie based on Theorem 4. Otherwise, (A, B)

is not a heterogeneous cyclic coterie. (An example of the verification matrix will be shown in
Section 4.2.4.)

If two quorum systems C'(Ay, Zy)) and C(Byy, Zyy)) are cyclic quorum systems, respectively,
we can verify whether the pair [C(Ay,Zy)), C(Bu, Zyr)] is a cgs-pair by checking whether or
not the verification matrix constructed from A and B contains all elements from 0 to M — 1.

4.2.3 Construction Algorithm

In our proposed algorithm for constructing a cqs-pair, we only consider cyclic quorum systems
with a cycle length of (¢*> + ¢ + 1,¢q + 1, 1), where ¢ is a prime power. This is because, we can
prove that when ¢ is a prime power, there must exist a (¢*> + ¢ + 1,q + 1,1)-difference set in

(Zg2+q+1,4+1,15 +) [36].

We describe our algorithm for constructing a cqs-pair at a high-level of abstraction in Algorithm 1.
The input of the algorithm is two numbers n and m, which satisfy n = ¢*+¢+1and m = r’+r+1
and where ¢ and r are prime powers.

By employing our construction algorithm, for two different integers n and m that satisfy n =
¢+ q+1andm =72+ r + 1 (¢ and r being two prime powers, n < m), it will take O(n?) and
O(m?) time to build the disjoint cycle representations, respectively. After that, the algorithm will
check u x v x [ x pk ~ uvm??n~1/2 elements, since | ~ /m and k =~ \/n, where u and v are
numbers of (n, k, 1)-difference sets and (m, [, 1)-difference sets, respectively. Thus, the total time
complexity is O(uvm??n='/? 4 m?) for constructing a cqs-pair with input parameters n and m
(n <m).

4.2.4 A Complete Application Example

As an example, consider n = 7 and m = 21. By the Multiplier Theorem, we can easily obtain
two (7,3, 1)-difference sets {1,2,4} and {3,6,5} in (Z7,+). Similarly, there are two (21,5, 1)-
difference sets, {3,6,7,12,14} and {7,9,14,15,18} in (Zs;,+). Let A; = {1,2,4}, B; =
{3,6,5}, Agy = {3,6,7,12,14}, and By = {7,9, 14,15, 18}.

Totally, there are four pairs of (7, 3, 1)-difference sets and (21, 5, 1)-difference sets. First, we check
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Algorithm 1 Constructing cqs-pair
Require: n = ¢> + ¢+ 1and m = r? +r + 1, ¢, r are prime powers
n—q¢@+q+1
m—r>+r+1
Pa < Multiplier of (n, k, 1)-difference set
py» < Multiplier of (m, [, 1)-difference set
() — po - & (Mod n)
A () — pp - & (Mod m)
Construct the disjoint cycle representation for Z,, with o, (z)
Construct the disjoint cycle representation for Z,, with «, ()
u «—#Num of unions of disjoint cycle being (n, k, 1)-difference set

{A;,---, A,} < the set of unions of disjoint cycles being (n, k, 1)-difference set
v «#Num of unions of disjoint cycle being (m, [, 1)-difference set
{By,---, B,} < the set of unions of disjoint cycles being (m, [, 1)-difference set

fori=1toudo
for j=1tovdo
M, ; « verification matrix (A;, B;)
Y i C(Bj J Zm)
if M ; contains all elements from 0 to m — 1 then
(X;,Y;) is a cqs-pair
else
(X;, ;) is not a cqs-pair
end if
end for
end for
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the pair (C'(A7, Z7), C(As1,Zs1)). The constructed verification matrix is as follows:

2 1 20 16 15 13 9 8 6
5 4 2 19 18 16 12 11 9
6 5 3 20 19 17 13 12 10
10 8 4 3 1 18 17 15
1210 6 5 3 20 19 17

We find that 7 and 14 are not in the matrix. Thus, the pair (C(A7, Z7), C(As1, Zs1)) is not a cqs-
pair. Similarly, we can check that (C'(B7, Z7), C(Ba1, Za1)) is not a cqs-pair. But (C (A7, Zz), C(Ba1, Za1))
and (C(B7,Z7), C(As1, Za1)) are cqs-pairs, respectively.

The cqs-pair can be applied to WSNs for dynamically changing the quorum system (i.e., the cycle
length) at each node, in order to meet end-to-end delay constraints and without loosing network
connectivity. Table 4.1 shows the available pairs for cycle lengths < 21.

Table 4.1: cqs-pair (for n, m < 21)
7 13 21

A, ={1,2,4} A3 =1{0,1,3,9} Ay ={3,6,7,12,14}
B; ={3,5,6} B3 =1{0,2,6,5} By ={7,9,14, 15,18}
Ci3 = {0,4,12,10}
Dy3 ={0,7,8,11}
(A7,Z7), C(Ar3, Z13)
(A7,Z7),C(B13, Z13)
(Br,Z7), C(C13, Z13)

C )

cycle length

(C<A77 Z7)7
(C(B7’ Z7)7

(A7,Z7))
(Br,Z7))

(C(A7,Z7),C (B, Za))

¢ C
¢ (C(Br, Zz), C(As, L))

[SESYSYS

(C(Bi3z, Za3), C(Ag1, Za1))
13

R333
Q®
NN

a0l

4.3 Performance Analysis

4.3.1 Average Discovery Delay

We denote the average discovery delay as the time between data arrival and discovery of the adja-
cent receiver (i.e., the simultaneous wake-up of two nodes). Note that this metric does not include
the time for delivering a message.

Suppose that the length of one time slot is 1.
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Theorem 9. The average discovery delay between two nodes that wakeup based on quorums from
the same cyclic quorum system adopting the (n, k, 1)-difference set is:

n—1

E(Delay) = 5

Proof. Let the k elements in (n, k, 1)-difference set be denoted as ay, as, - - -, ax. If a node has a
message that arrived during the 7** time slot, the expected delay (from data arrival to the simulta-
neous wake-up of two nodes) is ;(a; — i) mod n + +(az — i) modn + - -+ + +(ay — i) mod n. If
a message has arrived, the probability of the message arriving during the i*" time slot is % Thus,
the expected delay (average delay) is:

1.1 1 1
E(Delay) = E[E<‘“ — 1) mod n + E<a2 —1)modn—+---+ E(ak — 1) mod n
1 1 1
+E(a1 —2) modn—{—E(CLQ—Q) modn—l—-“—i-E(ak—Q) mod n
_.I_ ......

(ar, — n) mod n]

| =

1 1
+E(a1—n)modn—i—E(ag—n)modn—i—"-—l-

1
(b 14k-24 thon—1)=—

1
nk 2
The theorem follows. ]

Corollary 2. The average discovery delay between two nodes that wakeup based on a cqs-pair in
which two cyclic quorum systems have cycle lengths n and m (n < m), respectively, is:
n—1 m—1

< E(Delay) < 5

Corollary 4 indicates that the average discovery delay between two nodes that adopt a cqs-pair is
bounded. When the average one-hop delay constraint is 1), we must meetmT_1 <D.

Theorem 10. The average discovery delay between two nodes that wakeup based on quorums from
the same grid quorum system with a grid of VN x /N elements is:

(N —-1)(VN+1)
3VN '

Proof. Let L = v/N. Suppose there are two grid quorum systems Q, and Q,, that adopt v/ N x v/ N
grid.

E(Delay) =

Given a quorum from Q, (i.e., i!" row plus j" column), and a quorum from Q, (i.e., i{" row plus
Jih column), when iy, < i,, the discovery delay is:

o DLt 1 it
delay = (.Zb )L+ j jb#j
Ja— 1, Jo = Ja
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When ¢, > 1,, the discovery delay is:

NL i1 it
delay = ) G = DE+] I # 7
Ja— 1, Jb = Ja

The probability of a quorum in Qj to select the it row and ji* column is 1/L?. Thus, when the
quorum from Q, contains the it row plus j* column, the average discovery delay between Q,
and Q, is:

1 (i—2)(i—1)

D=2 G- 2) + - i+ (- 1)

Therefore, the expected discovery delay (from data arrival to two nodes waking-up simultaneously)
is:

E(Delay) = % Z Z D (4.1)
— L e -2 G i - D i -

. 4.2)
:%Z[(i—z)(i—1)+(¢—2)+(2¢—1)(L—z’+1)] (4.3)

= Lzz; Z[(QL +1)i—i?—L—1] (4.4)

(- 13)L(L +1) 4.5)

(V- 13)\(/\%N+ D) (4.6)

The theorem follows. [

Corollary 3. The average discovery delay between two nodes that wakeup based on a gqs-pair in
which two grid quorum systems adopt a grid of \/n X \/n and a grid of \/m X \/m, respectively,

(n— D)y +1) (m — 1)(y/m + 1)
3V 3/

< E(Delay) <

The proof for Corollary 3 is not difficult so that we omit it.
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4.3.2 Quorum Ratio and Energy Conservation

We define quorum ratio, denoted ¢, as the proportion of the beacon intervals that is required to
be awake in each cycle. Correspondingly, the energy conservation ratio of a node is 1 — ¢.

If the wakeup schedule of a node is a cyclic quorum system which is based on a (n, k, 1)-difference
set, its quorum ratio is % In [12], the authors have proved that a (¢* + ¢ + 1,q + 1, 1)-difference
set exists and that, it is an optimal design for a given quorum size ¢ 4+ 1. The optimal quorum ratio

is¢ = q;{:;rl for such a cyclic quorum system.

For a cqs-pair, the guorum ratios for systems in the pair which are based on (N, k, M, [)-difference

pair are:
VAN —3 -1 VAM —3 -1
gr=Y" " and gy = S T
2N 2M
respectively. Here, we only consider (¢> + ¢ + 1,q + 1,1)-design in the cqs-pair construction
scheme.

For a grid quorum system with \/n x y/n grid, the quorum ratio is:

gbzz\/ﬁ—l
n

and the corresponding energy saving ratio is:

2y/n—1
l—¢p=1-— \/_"—
n
Recalling the average discovery delay in Section 4.3.1, we can observe that there is a trade-off
between the average delay and the quorum ratio. Larger the cycle length of a quorum system,
larger is the discovery delay, but smaller is the quorum ratio.

4.4 Implementations of Cqs-pair and Qqs-pair

We implemented heterogenous quorum systems in a WSN platform comprised of Telosb motes [66].
There are three key issues in converting the Cqs-pair and Qgs-pair concepts into practical imple-
mentations. The first key issue is to ensure that two nodes can discover each other in the presence of
clock drift. The second one is that a node should keep awake if there is pending data for receiving
or for transmitting. The third issue is how to support multicast or broadcast.

4.4.1 Beacon Messages

Previous work on the implementation of QPS protocol over IEEE 802.11 adopts the concept of
ATIM (Ad hoc Traffic Indication Map) windows [11], in which a node can optionally enter the
sleep mode if it receives no ATIM frame in an ATIM window.
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In our implementation, we do not use the notion of ATIM windows. We define the time interval that
a node is scheduled to be awake as an active slot, and the time interval that the node is scheduled to
sleep as a silent slot. In an active slot, a node has to transmit its own beacon message to inform its
neighbors about its wakeup status, and listen to beacons from other nodes for which it may have
buffered packets that are waiting for transmission.

In our scheme, to ensure the correctness of the protocol, a node remains awake throughout its entire
active slot. It may be possible for nodes to be only partially awake during their active slots — such
optimizations can be considered in future works. In a silent slot, a node will shut down its radio.

The beacon message contains three fields:{indic, node_id, time_stamp}. The indic field can have
only two types of value: indic=0, which indicates that the message is a beacon message, and indic
= 1, which indicates that the message is data. The node_id field is used to distinguish among
different nodes. The time_stamp field is used to identify whether or not two beacon messages are
identical.

4.4.2 Power Management

The goal of power management is to facilitate effective communication while saving as much
energy as possible. In our power management scheme, a node determines its desirable communi-
cation schedule, i.e., when it should go to sleep or wake up. The relationship between the wakeup
schedule and the communication schedule devised by a power management policy for a sender is
illustrated in Figure 4.3.

At the MAC-layer, we propose a reservation mechanism for communication on top of the proposed
quorum-based heterogenous wakeup scheduling scheme (cqs-pair or ggs-pair). Each node has two
states, idle mode and active mode. In the idle mode, a node will follow its wakeup schedule to
wake-up or to sleep. We also call this mode as power saving mode. Once there is data for receiving
or for transmitting, the node will enter into the active mode as shown in Figure 4.3.

In the active mode, a sender maintains a table of timers for all its neighbors. The timers are
triggered once the sender receives beacon messages from the neighbors. The initial value of each
timer is one time slot. The sender will also record its own wakeup schedule via a timer. If both the
sender and the receiver is in an active slot, then they can communicate. If the sender enters into
a silent slot but there are more packets for transmission and the receiver is still in an active slot,
then the sender will keep awake in its next slot. If there are more packets for transmission, but the
receiver will enter a silent slot, then the sender will send a keep-awake message to the receiver at
the end of the transmission of the current packet. The receiver that is being requested to stay awake
will then send back an acknowledgment, indicating its willingness to remain awake in its next slot.

The power management scheme at the receiver side is simpler than that at the sender side. In active
mode, if there is no keep-awake message, the receiver will continue communication until the end
of its current slot interval; otherwise, it will keep awake in its next slot.
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data for transmission active mode

idle mode
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transmitting and aw ake
receiver is awake

quorum wakeup
schedule

aw ake

more data is
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receiver is sleeping

non-data for transmission

Figure 4.3: Power Management at the Transmitter Side: Communication Schedule and Wakeup
schedule

4.4.3 Support for Multicast and Broadcast

Quorum-based asynchronous wakeup protocols cannot guarantee that more than one receiver is
awake when a sender wishes to multicast or broadcast.

There are multiple ways to support multicast and broadcast. One method is to adopt relatively
prime frequencies among all nodes for wakeup scheduling. This method does not need synchro-
nization between the sender and all the receivers. The sender only needs to notify m receivers to
wake-up via the pairwise relative primes pi, po,..., Pm, respectively. Then each receiver generates
its new wakeup frequency based on the received frequency. Through Chinese Remainder Theo-
rem [62, 67], it can be proven that the m receivers must wakeup simultaneously at the /™" beacon
interval (0 < I < p; X py... X p,). The sender can then transmit a multicast/broadcast message at
this interval.

Another way to multicast/broadcast is by using synchronization over quorum-based wakeup sched-
ules. The sender can book-keep all neighbors’ schedules, and synchronize their schedules so that
neighboring nodes wake up in the same set of slots with the use of Lamport’s clock synchroniza-
tion algorithm [68]. When all nodes are awake simultaneously, the senders then send a message to
multiple neighbors simultaneously.

The first mechanism has the advantage that no synchronization is needed between a sender and
multiple receivers. But it cannot bound the average delay. The second approach can bound the av-
erage delay but it needs book-keeping and synchronization over asynchronous wakeup schedules.

For multicast/broadcast, we set a threshold L. If the number of multicast packets exceed the
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threshold L, the sender will send a Multicast-Notify to all neighbor receivers, requesting them to
stay awake. Otherwise the sender will send the multicast data to each receiver one by one, by
unicasting. The value of the threshold L depends on the configuration of time slot lengths and
packet lengths.

To reduce the time of waiting before actual transmission, the Multicast-Notify message contains a
field to notify all receivers on how long they should wait. The value of this field is the time between
when the message is sent and when all receivers are awake.

4.5 Performance Evaluation

We evaluated the performance of our schemes through numerical studies and by real implementa-
tion over a WSN platform of Telosb motes [40]. In our experiments, a set of nodes was deployed.
The radio range was configured to 10 meters for each node. There was one sink node which acted
as the base station. The sink node communicated with a laptop computer (through a wireless USB
serial port), which recorded performance measurements. The detailed radio parameters such as
data rates default to the data sheet of TelosB [40].

We built our wakeup scheduling schemes over the basic CSMA/CA protocol. We used MintRoute [44]
as the routing protocol for end-to-end transmission. Traffic load was generated by a Poisson dis-

tribution [69] with rates in the range 10-100 packets/sec. Each packet only contains one Active
Message whose size is defined in TinyOS 2.0 [66].

Two important performance metrics were measured in our experimental study: (1) quorum ratio
and energy saving ratio; and (2) average neighbor discovery delay.

4.5.1 Performance Trade-off

We first evaluated the quorum ratio and average neighbor discovery delay by numerical analysis.

The performance of a cyclic quorum system is shown in Figure 4.4. There is a trade-off between
quorum ratio and average discovery delay since they have reverse changing trends under increasing
cycle lengths.

The performance of a grid quorum system is shown in Figure 4.5. The grid quorum system’s
quorum ratio is bigger than that of the cyclic quorum system with identical cycle length, but the
average discovery delay is approximately 2/3 of that of the corresponding cyclic quorum system.
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4.5.2 Impact of Heterogeneity

For heterogenous quorum-based wakeup scheduling, like cqs-pair or ggs-pair, the cycle lengths of
two quorum systems are different. We evaluated the impact of heterogeneity of two different cycle
lengths on the average discovery delay between two neighbor nodes.

For this set of experiment, we focused on the cqs-pair since it is an optimal design. We fixed the
traffic load between two nodes at 10 packets/sec in the experiment.

We varied the cycle lengths of two neighbor nodes in two (different) quorum systems in a cqs-
pair. The cycle length of one node was varied from 7 to 58. The neighbor node, which used a
counterpart cyclic quorum system, had its cycle length varied from 7 to 21. We do not show the
impact on the energy consumption ratio when the cycle lengths of cqs-pair were varied, since the
energy consumption ratio of a node is mainly dependent upon its own cycle length, which has
already been evaluated in Section 4.5.1.

25
—©6— Cycle length of couterpart =7
20l —+&— Cycle length of couterpart =13 |
> —— Cycle length of couterpart =21
a
>
$ 15F .
>
o
(5]
2
a
o 10 b
D
o
[
>
<
5 - -
O | | | | |
3 7 13 21 31 58

Cycle length of one part in CQS-Pair
Figure 4.6: Impact of Heterogeneity

Figure 4.6 shows how the average discovery delay (standard deviation < 2%) changes with differ-
ent cqs-pairs. When one part in a pair keeps its cycle length constant and the counterpart increases
its cycle length, the average discovery delay between them almost increases linearly.

4.5.3 Impact of traffic load

In this section, we report our experiments on measuring the impact of traffic load on the perfor-
mance of cqs-pair and comparisons with the basic CSMA/CA MAC protocol. We varied the traffic
load from 10 packets/sec to 100 packets/sec in the experiments. The cycle lengths of cyclic quorum
systems in the cqs-pair were chosen among 7, 13 and 21.
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Figure 4.7 shows how the energy consumption ratios of nodes adopting different cyclic quorum
systems increase under increasing traffic load between two neighboring nodes. The rationale is that
higher traffic loads will cause a node to increase its wakeup time ratio in our implementation. When
the traffic load is low, the impact is insignificant because a node will maintain its current wakeup
schedule, without adding more wakeup slots into its communication schedule for transmitting or
for receiving packets.
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Figure 4.7: Impact of Traffic Load: Energy Consumption Ratio

Figure 4.8 shows that the average discovery delay standard deviation < 1% slot) decreases with
the increasing of traffic load. This is because, the communication schedule of a node will have
more active slots, when compared with its quorum-based wakeup schedule during high traffic
load. With more slots staying awake, the average discovery delay between two neighboring nodes
will be significantly reduced.

4.6 Conclusions

In this chapter, we presented a theoretical approach for heterogeneous asynchronous wakeup
scheduling in wireless sensor networks. We first defined the h-QPS problem—i.e., given two cycle
lengths n and m (n < m), how to design a pair of heterogeneous quorum systems to guarantee
that two adjacent nodes that select heterogenous quorums from the pair as their wakeup schedules
can hear each other at least once in every m consecutive time slots. We proposed two designs
for heterogeneous asynchronous wakeup scheduling: the cyclic quorum system pair (cqs-pair) and
the grid quorum system pair (gqgs-pair). We also presented a fast construction scheme to assemble
a cqs-pair. In our construction scheme, we first quickly construct an (n, k, 1)-difference set and
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an (m, 1, 1)-difference set. Based on two difference sets A in (Z,,+) and B in (Z,,, +), we can
construct a cqs-pair (C(A, Z,,), C(B, Z.,)) when A and B can form a (n, k, m, [)-difference pair.

The performance of a cqs-pair and a gqs-pair were analyzed in terms of average delay, quorum
ratio, and energy saving ratio. We show that the average delay between two nodes that wakeup via
heterogenous quorums from a cqs-pair is bounded between "T_l and mT_l and the quorum ratios
of the two quorum systems in the pair are optimal, respectively, given their cycle lengths n and m.
For a gqs-pair with /n x /n grid and \/m x /m grid, the average discovery delay is bounded
within =00« B(Delay) < m=DWmED Cwhile the quorum ratios are 2% and W;L_l

. 3v/n 3y/m n
respectively.



Chapter 5

Q-MAC: Asynchronous Rendezvous over
Quorum-based LPL Scheduling

We extend the quorum-based wakeup scheduling in slotted listening mode to that in the LPL mode.
Our work is called Q-MAC, a MAC protocol that combines quorum-based wakeup scheduling with
low-power listening (LPL), to provide an asynchronous neighbor discovery, run-time configurable,
ultra low duty cycle (i.e. 1%) solution for wireless sensor networks. Q-MAC provides config-
uration flexibility in duty cycle by selecting different pairwise quorums as preamble sampling
schedules, which is different from the conventional approach of periodical preamble sampling in
B-MAC [1] and X-MAC [2] protocols. Furthermore, Q-MAC can guarantee asynchronous neigh-
bor discovery within bounded latency. Q-MAC’s quorum-based wakeup scheduling is based on
the concept of cgs-pair, which contains two cyclic quorum systems with the closure intersection

property.

5.1 Basic Designs

We now use the cqs-pair concept to design the Q-MAC protocol by combining dual preamble sam-
pling to provide a flexible configuration solution for asynchronous low power listening mechanism
at the MAC layer. We assume that the checking intervals (time slot) are identical for all nodes in a
network in the Q-MAC design.

5.1.1 Quorum-based LPL Scheduling and Communication Control

Previous works on low power listening (or LPL) adopt periodic preamble sampling [1,2] mecha-
nisms in which a node checks the state of its channel once every z time units, where x is usually
100ms or 200ms. If the gain of the channel is less than a certain threshold level, it means that there

37



38

are no activity from its neighbor and the node will go back to sleep.

In order to allow flexible run-time configuration of duty cycle, we combine quorum-based schedul-
ing with the LPL mechanism. In the design of Q-MAC, a node will not periodically check the chan-
nel state via preamble sampling as in B-MAC. Rather, the sampling pattern will follow a cqs-based
schedule. If a cqs adopts (n, k, 1)-difference set design, the corresponding sampling schedule will
be to check & times in every n consecutive checking intervals based on the (n, k, 1)-difference set.
We denote the intervals in which the channel state will be checked as quorum intervals, and the
intervals in which the channel state will not be checked as non-quorum intervals, to differentiate
the checking interval from those in B-MAC or X-MAC.

An example is given in Figure 5.1(a). When the cqgs has a cycle length of 7, for any consecutive
7 intervals, a node will only make short preamble sampling in the 1%, 2", and 4" intervals if the
quorum is {1,2.4}. The 1%, 274 and 4" intervals are also referred as quorum intervals.

<——>| non-quorum Interval
n n n n

N | S

Sender Pr-P2

quorum Interval Dual PrearnbleSa\mplin’g: I] |]
/ ..........
L0 & 0 &
1
Receiver 1 L

e |

quorum cycle length = 7

(a) Quorum-based LPL scheduling in idle state in Q-MAC

L quorum interval
! |

Sender I] |]
N 4
Short Preathbles (RTS) CTS Case 1
. P1 ase
Receiver I] I]
Preamble Sampling Case 2
P1|| P
Receiver |]
quorum interval

(b) Data Transmission with Dual Preamble Sampling in Q-MAC

Short Preambles (RTS)

e [T0] THgSE [

Preamble Sampling CK
Receiver |

le

[ Checking Interval
(c) Data Transmission with Short Preamble in X-MAC

Figure 5.1: Quorum-based Asynchronous Rendezvous Scheme in Q-MAC and Mechanism of X-
MAC
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If two nodes select quorum systems satisfying the rotation closure property, we can guarantee that
two nodes will have at least one overlapped quorum interval.

Most standard LPL based duty-cycled MAC protocols adopt long preambles, which suffer from
energy waste and long discovery delays. Short strobed preambles [2] overcome the disadvantages
of long preamble lengths. To further reduce the idle listening time, we adopt a dual preamble
sampling mechanism which is similar to that in [50]. The design of the communication control of
Q-MAC is as follows.

In idle state, each node checks the channel state by dual preamble sampling in two separate periods
P, and P, at the beginning of each quorum interval in idle state, as illustrated in Figure 5.1(b).

When there is data for transmission, a sender in Q-MAC sends out a series of short preambles,
which include the receiver ID. We denote the short preamble message as RTS. Then the sender
waits for the acknowledgement, denoted as CTS, from the receiver for a short time period. Neigh-
bor nodes check their channel state in P; and P5. If the channel is not free in P; (i.e., case 1 in
Figure 5.1 (b)), nodes enter into the IDLE mode for a period of time and proceed to receive a
RTS messages to determine whether it is the receiver. The period P, is needed when the channel
is found to be free in P; (i.e., case 2 in Figure 5.1 (b)). If a node is the receiver, the node will
immediately send back an acknowledgement message (CTS) to the sender.

If the sender does not receive a CTS message after sending a RTS message, it will continue to send
out RTS messages until the current quorum interval is expired. The sender will continue to send
out RTS messages in the next quorum interval. If the coming interval is not a quorum interval, the
sender will keep its SLEEP state until the arrival of a quorum interval.

Compared with the short strobe preamble scheme in XMAC, shown in Figure 5.1(c), our mecha-
nism is more energy efficient due to two aspects:

1. There are less preamble sampling for quorum-based LPL scheduling, when compared with
periodic preamble sampling; and

2. Dual preamble sampling will consume less energy since there is a period of IDLE state
between the two short sampling periods P; and P;.

In a cyclic quorum system based on the (n, k, 1)-difference set design, we denote n as the quorum
cycle length and k as the quorum size. We list all parameters and their default values for Q-MAC
design in Table 5.1.

We determine the value of T, _p, as follows:
Tp—p, = min{Ters, Trrs — 27}
In our implementation, we set Trrs = Trrs + 27%. Thus, T’p,_p, can be simply stated as:

Tp—p, =Tcrs

According to measurements in [1], we set the default value for preamble sampling (7%) as 3 mil-
liseconds when a node performs a sequence of operations to startup radio and set the radio in the
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Table 5.1: Parameters for Q-MAC design

’ Notation H Parameter \ Default ‘
n quorum cycle length 1,3,7,13
k quorum size 1,2,3.4
T; (non-)quorum interval (s) 100F — 3
Trrs time duration of a RTS message -
Tors time duration of CTS message -
Ty duration for channel sampling(s) | 3£ — 3
Tp, minimum period Py T,
Tp, minimum period P, T,
Tp _p, time interval between P, and P, -

RX mode. Thus the total time duration for the dual preamble sampling is 6 milliseconds.

5.2 Advanced design

5.2.1 Broadcast Support

Quorum-based asynchronous wakeup protocols cannot guarantee that more than one receivers are
awake at the same time when a sender wishes to broadcast. Thus how to support broadcast is a
non-trivial issue in the Q-MAC design.

One straightforward way is to replace broadcast by multiple unicasts. However, this approach
is not efficient when there are many (e.g., 10) neighbors for a sender. Another way is by using
synchronization over quorum-based wakeup schedules. The sender can book-keep all neighbors’
schedules, and synchronize their schedules so that neighboring nodes wake up in the same set
of intervals with the use of Lamport’s clock synchronization algorithm [68]. When all nodes are
awake simultaneously, the senders then send a message to multiple neighbors simultaneously. The
disadvantage of this approach is that it needs book-keeping and time synchronization.

We propose a more efficient way to support broadcast in Q-MAC. In our design, the sender do not
need to time synchronize all its neighbors and do not need to use multiple unicast messages. In our
approach, a sender uses limited number of RTS messages to notify all neighbors that are keeping
awake. Then the sender broadcastes data in its final quorum interval of the current quorum cycle.
The rationale is that all neighbors of the sender must overlap their quorum interval, partially or
wholly, with one of the sender’s quorum interval within one quorum cycle due to the heterogenous
rotation closure property.

When the sender and receiver adopt heterogenous quorum systems, the sender should temporally
switch its quorum schedule to the quorum schedule in the system with larger quorum cycles. For
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example, if they adopt a (7, 13)-pair, then the sender should temporally switch to the cqs with cycle
length of 13 for broadcast.

To implement this, we add a field in the RTS message to inform all neighbors that are keeping
awake for receiving a broadcast message. The number of RTS messages that are send out before
the actual broadcasting is equal to the quorum size of the sender’s schedule multiplying the number
of RTS messages in a single quorum interval.

5.2.2 Quorum Schedule Shuffling

In order to reduce the discovery latency in Q-MAC, we adopt the mechanism of quorum schedule
shuffling, as an optional feature of Q-MAC. The shuffling means that a node will restart its quorum-
based preamble sampling schedule. The purpose of shuffling is to schedule a quorum interval as
soon as possible so that the sender can send out RTS messages immediately.

The rationale is as follows: the worst-case discovery latency is equal to the distance between the
first quorum intervals and the last quorum intervals. The value of such distance depends on the
quorum selection, i.e., it is 4 intervals for the quorum {0, 1,3}, but is 7 for quorum {3,4,6} as
illustrated in Figure 5.2. If we adopt quorum schedule shuffling, we can always guarantee that the
worst case distance is the shortest one, when compared with scheduling without shuffling.

A Quorum cycle length =7

'data arrival RTS worst case sending time
i & NONODNNE [0 M
1] I 1 I
11 11 Ll 1
0 1 2 3 4 5 6 CTS

(a) Without Schedule Shuffling: quorum intervals being {3,4,6}

dataarrival Rgyg CTS worst case sending time
\T.‘ |-| |-| |-| 1 Data ] n m
|-| ” |-| |-F |-| 1 1 1
1 1] 11 1]
0 1 2

3 4 ‘5 6
(b) With Schedule Shuffling: quorum intervals being {0,1,3}

Figure 5.2: Worst case data transmission in Q-MAC without shuffling and with shuffling

Quorum schedule shuffling will not increase the duty cycle since it only reschedules the start time
of a quorum interval without introducing any additional quorum intervals.

5.2.3 Application in Two Tiered Topology

In tiered topology for wireless sensor networks, there are heterogenous entities, i.e., cluster head
and cluster members. Usually, the cluster members do not need to communicate with each others,
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and the most of data transmission is from cluster members to cluster head, i.e., in target tracking
or environment monitoring applications.

To apply Q-MAC into two tiered topology, we use cqs-pair for the quorum-based LPL scheduling.
The cluster head should adopt a cqs with smaller quorum cycle as its LPL schedule, and the cluster
members should adopt a cqs with bigger quorum cycle as its LPL schedule.

We will show in Section 5.3 that the discovery latency between smaller quorum cycles is shorter.
Thus by adopting smaller quorum cycles between all cluster heads which may act as virtual routers
in WSNs, the end-to-end transmission latency will be shorten. However, the energy consumption
in idle state for cluster head will be more than that of cluster members due to bigger quorum ratio of
cluster head. To compensate such imbalance of energy consumption, the rotation mechanism [33]
can be applied by rotating the roles of all nodes.

When there is data for broadcasting, the cluster head can temporally switch to the quorum system
with larger quorum cycle in the pair in order to reduce the number of RTS messages that are send
out before data broadcasting, as mentioned in Section 5.2.1.

5.3 Performance Modeling

We first analyze the performance for homogenous cqs in Q-MAC. This analysis is the basis for the
performance analysis of heterogenous cqs in Q-MAC.

5.3.1 Homogenous Cyclic Quorum Systems

Suppose the length of a quorum interval is 7; and and the quorum cycle length is n for a cqgs.

Duty Cycle in idle state: Suppose the duty cycle in a single quorum interval is o = ?— where T
is the duration for channel sampling, and the quorum system is based on the design of (n, k, [)-
difference set.

The quorum ratio (proportion of the quorum size in a whole quorum cycle) is —“1"2;3*1 based
on [35]. The overall duty cycle for such a system in idle state is:

Vin —3 -1

= 5.1
2 o (5.1)
If @« = 5%, the duty cycle is 2.15% for a cqs with quorum cycle length of 7, and 1.53% for the
a cqs with quorum cycle length of 13. The relationship between quorum ratio and quorum cycle

length is shown in Figure 5.3.1.

Discovery Latency: We denote the discovery latency as the time between data arrival and dis-
covery of the adjacent receiver (i.e., receiving the CTS message from the receiver). Note that this
metric does not include the time for delivering a message.
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Figure 5.3: Quorum ratio for different cycle lengths

Theorem 11. Without quorum schedule shuffling, the worst case discovery latency between two
nodes that wakeup based on same cyclic quorum systems adopting the (n, k, 1)-difference set is:
D=n-T,.

Since same quorum systems must form a cqs-pair, there must have an intersection for the two
schedule. As shown in Figure 5.2, the worst cast intersection may happen in the last interval in a
quorum cycle which has the discovery latency of n - T;. We skip the detailed proof.

Theorem 12. Without quorum schedule shuffling, the average case discovery latency between two
nodes that wakeup based on same cyclic quorum systems adopting the (n, k, 1)-difference set is:
D=212.T.

2 A

Proof. Let the k elements in (n, k, 1)-difference set be denoted as aq, as, - - -, aj. If a node has
a message that arrived during the i‘" time interval, the expected latency for two quorum systems

having the first intersection is 1 (a; — i) mod n + 3 (as — i) mod n + - - - + 1 (ay, — i) mod n.

If a message has arrived in the sender, the probability of the message arriving during the " time
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slot is % Thus, the expected delay latency for two quorum systems having the first intersection is:

1.1 1
E(Delay) == E[E<‘“ — 1) mod n + E((Zg —1) mod n+---
1
+ —(ax — 1) mod n
k
1 1
+E(a1—2)m0dn+E(a2—2)modn+~~
1
+E(k—2)modn+ ------
1
+E(a1—n)modn—FE(ag—n)madn—i----
1
E(ak—n) mod n
1
— (k- 14k 24 +k-n—1) (5.2)
Tk
n—1
= (-T5)

After the first intersection, the average delay for the sender receiving acknowledgement (CTS) from
the receiver is 1/2 interval. Thus the total expected latency is 5 - T;. The theorem follows. O

Theorem 13. With quorum schedule shuffling, the average discovery delay between two nodes that
wakeup based on quorums from the same cyclic quorum system adopting the (n, k, 1)-difference

set is:
n—+1

E(Delay) = - T;

Due to space limitation, we skip the proof for Theorem 13. The proof is very similar as that for the
Theorem 12.

The average discovery delay is 3.57; for cqs with quorum cycle length of 7 without quorum sched-
ule shuffling, and 3.257; for the cqs with quorum cycle length of 13 with shuffling.

5.3.2 Heterogenous Cyclic Quorum Systems

If two nodes adopt cqs-pair as their LPL schedules, the duty cycle will separately follow the Equa-
tion 5.1 in idle states. For example, in a two tiered topology, if the cluster head adopts the (3,2, 1)-
difference set for the design of its LPL schedule, and the cluster members use (13, 4, 1)-difference
sets for the design of their schedules, and o = 5%, the actual duty cycle will be 3.33% and 1.53%,
respectively.

Regarding the discovery latency, without quorum scheduling shuffling, we have:
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Corollary 4. Without quorum schedule shuffling, the average discovery latency between two nodes
that wakeup based on a cqs-pair in which two cyclic quorum systems have cycle lengths n and m
(n < m), respectively, is:

g«Ti<E(Delay)<%-Ti

Corollary 4 indicates that the average discovery latency between two nodes that adopt a cqs-pair is
bounded. When the average one-hop delay constraint is ), we must meet 37; < D.

Corollary 5. With quorum schedule shuffling, the average discovery latency between two nodes
that wakeup based on a cqs-pair in which two cyclic quorum systems have cycle lengths n and m
(n < m), respectively, is:

1 1
nl— -T; < E(Delay) < mT

We skip the proofs for Corollary 4 and 5 since they follow the Theorem 12 and 13 respectively.

5.4 Experimental Results

In order to evaluate and demonstrate the correctness and benefits of Q-MAC, we evaluated the
performance of our scheme through experimental studies in real implementation over a WSN plat-
form of Telosb motes [40] which was developed at the University of California at Berkeley. we
have implemented the protocol on top of LPL interface in the TinyOS 2.0 [66]. The radio used by
the TelosB is the Chipcon CC2420, which is an 802.15.4 compliant device.

An application initiates the protocol by calling the APIs setInterval (nx_.uint32_t) and
setQuorum (nx_.uintl6_t,nx_uintl16_t). The function setInterval (nx_uint32_t)
sets the duration for a quorum interval which is equal to 7; (default value is 100ms). The function
setQuorum (nx_-uintl6._t,nx_uint16_t) sets the quorum-based pattern for LPL schedul-
ing. For example, if quorum is based on a (7, 3, 1)-difference set design, then the input parameters
for the function are 7 and 3.

We choose two competitors for the purpose of comparison: X-MAC [2] and Disco [57], which
both are asynchronous MAC protocols. We do not compare with B-MAC, since X-MAC is the
improved version of B-MAC. However, we do not implement the adaptive algorithm-part of X-
MAC. This simplification will not result in any loss of comparison fairness, since we are mainly
concerned with how Q-MAC achieves better performance in terms of duty cycle and discovery
latency.



46

5.4.1 Experimental Configuration

For our experimental evaluation, the values of the dual preamble sampling periods (7'p, and 7'p,)
were set to 3 ms which is based on the measurement results in [1]. The duration of the preamble
containing the RTS message (1Trrg) was set to 13ms. The duration of the preamble containing the
CTS message (1crs) was set to 7ms. Thus, the gap between P, and P, (I'p,_p,) was set to 7 ms
(13- 2*3=7). We summarize the configuration of Q-MAC in our experimental study in Table 5.2.

Table 5.2: Experimental Parameters

Channel bandwidth 250kbps

Data packet size 100bytes

RTS/CTS message size 16bytes
Preamble sampling duration 7 (ms) 3
Tp,_p, 7

In our experiments, we chose a chain topology containing 6 nodes. The radio range was configured
to 10 meters (power level at -25 dBm) for each node according to the Telosb datasheet [40]. There
was one source node which generated traffic at one end of the chain. There was one sink node
which acted as the base station. The sink node communicated with a laptop computer (through
a wireless USB serial port), which was used for monitoring and recording the performance mea-
surements. The other nodes acted as routing points. We choose chain topology because there is no
overhearing problem in Q-MAC so that it was not important for us to show the impact of network
density on performance in terms of duty cycles and discovery latencies.

We used the MintRoute [44] as the routing protocol. The traffic load was generated by a constant
bit rate (CBR) mode with variable rates in the range of 0.1 ~ 1 packets/second to mimic the low
traffic pattern in wireless sensor networks [70]. Each data packet only contains one Active Message
whose size is defined in TinyOS 2.0 [66].

Three important performance metrics were measured in our experimental study: (1) duty cycles
which reflect the energy saving ratio; and (2) neighbor discovery latency; and (3) packet delivery
ratio.

5.4.2 Duty Cycle

In this section, we demonstrate the energy efficiency of Q-MAC. As the energy consumption of the
radio is low in idle mode and that the processor consumes an extremely small amount of energy
in comparison with the radio, we only evaluated the duty cycle of radio in our experiment, rather
than the real energy consumption, to measure energy efficiency.

For Q-MAC, we set the awake time for the dual preamble sampling as 3ms for each sampling
duration, and the checking interval as 100ms. We used (7,7)-pair for LPL scheduling, which has a
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duty cycle of £ - 28 = 2 5%, without traffic load. For X-MAC, in order to make a fair comparison,
we set the duration of short strobed preamble as 15ms which is same as that in [2], and the checking
interval as 600ms (duty cycle=% = 2.5%). For the Disco protocol, we used the (37, 43) balanced
primes and symmetric pairs (3—17 + % = 5%, so that the average duty cycle was 2.5% for a single
node) and the slot length was 10ms. Thus, the duty cycles for all mechanisms without traffic were

identical.

The experiment was repeated with varying CBR traffics from 0.1 ~ 1 packets/second. The trans-
missions were sequential so as to avoid contention. The results (standard deviation < 2% for 10
times of experiments) are shown in Figure 5.4. As shown in the figure, the duty cycle increases
slowly with increasing traffic loads in Q-MAC and X-MAC. Also, the duty cycle of Disco does not
change much, since its duty cycle was mainly determined by the prime selection.

35
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Figure 5.4: Duty cycles of senders and receivers under different traffic load

Observe that Q-MAC achieves slightly lower duty cycle when compared with X-MAC. This is
because, Q-MAC uses dual preamble sampling which consumes less energy when compared with
one single short preamble sampling (15 ms). In addition, with the same duty cycle configuration
in the idle state, Q-MAC adopts a shorter checking interval (100ms vs 600 ms), and hence sends
out less number of RTS messages before receiving a CTS message from the receiver.

Note that the duty cycle of Q-MAC is higher than that of Disco in Figure 5.4. However, Disco
achieves lower duty cycle at the expense of longer discovery latency and lower discovery ratio (we
illustrate this in Section 5.4.3).
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5.4.3 Discovery Latency

Discovery latency refers to the delay between data arrival and discovery of the adjacent receiver
(i.e., via receiving the CTS message from the receiver). The distribution of discovery latencies,
as well as the worst-case latency, are both important metrics in evaluating the performance of an
asynchronous MAC protocol.

In our experiment, we first measured the one-hop discovery latency between a sender and a re-
ceiver. The protocol configurations for Q-MAC, X-MAC, and Disco were the same as that in
Section 5.4.2 to ensure that they had identical duty cycles in the idle state.
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Figure 5.5: One-hop discovery latency

In Figure 5.5, we observe that Q-MAC without shuffling can achieve almost the same latency
(standard deviation < 90 ms for repeating experiment 10 times) as X-MAC. Although Q-MAC
may need more quorum intervals for a node to intersect with its neighbor’s schedule, Q-MAC uses
smaller checking intervals (e.g., 100ms), which can still guarantee lower discovery latencies. With
the help of quorum schedule shuffling, we observe that the discovery latency is further reduced for
Q-MAC. For Disco, its discovery latency is significantly high, as it takes more than hundreds of
slots for neighbor discovery.

We also measured the discovery latency for different cqs-pairs. In this set of experiments, we did
not change the checking interval (100ms) for all the cqs-pairs. Figure 5.6 shows the impact of
different cqs-pair settings on discovery latency. From the figure, we observe that the discovery
latency is almost proportional to the sum of the quorum cycle lengths of the pairwise quorum
systems in a cqs-pair.

Finally, we measured the end-to-end transmission delay under the chain topology which contained
6 nodes. We generated one packet every second at one end of the chain, and transmitted the packet
over multi-hops to different destinations. We adopted the (7, 7)-pair in Q-MAC.

In Figure 5.7, we show that the end-to-end delay is increased with the hop count. Our experiments
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Figure 5.6: Discovery latency for different cqs-pairs

result also show that Q-MAC with schedule shuffling reduces end-to-end delay by approximately
30% when compared with X-MAC, under the same duty cycle in the idle state (2.5%). This is
because Q-MAC uses shorter checking interval (100ms vs 600ms). We do not compare with Disco
since Q-MAC significantly outperforms Disco in terms of end-to-end transmission delay. Q-MAC
has a more tight bound for discovery latency. In our experiments, the bound for Q-MAC was
7 checking intervals, but Disco consumed almost thousands of slots for end-to-end transmission
regarding (37, 43) balanced primes.

5.4.4 Delivery Ratio

We define delivery ratio as the number of packets received by a receiver divided by the number
of packets sent by the sender. We use the chain network topology described in Section 5.4.3 to
evaluate the delivery ratio. The checking interval was set to 100ms for Q-MAC and 600ms for
X-MAC. We also varied the traffic load from 0.1packets/second to 1packet/second.

From Figure 5.8, we observe similar performances for Q-MAC and X-MAC since both the two
protocols use the acknowledgement mechanism i.e., the sender sending the preamble with the
receiver ID and the receiver acknowledging the receipt of the preamble (RTS). In contrast, Disco
achieves a low delivery ratio because the long discovery latency results in dropping of packets in
the local buffer.
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Figure 5.7: End-to-end transmission delay

5.4.5 Broadcast Latency

Since quorum-based scheduling in Q-MAC cannot guarantee that all neighbor nodes have a quo-
rum interval that intersects simultaneously, a sender has to wait for an additional time period before
all neighbor nodes become awake, for sending out broadcast data, as explained in Section 5.2.1.
We refer to the time between when the broadcasting data of the sender is ready and when all of the
neighbor nodes are awake as the broadcast latency.

We did not compare the broadcast latency with X-MAC and Disco since the latter two mechanisms
do not explicitly present how to support broadcast. In our experiment, we varied the checking
interval from 100ms to 500ms for all cqs-pairs. As shown in Figure 5.9, the broadcast latency
of Q-MAC is almost linearly increased with the increase of the checking interval for different
cqs-pairs.

5.5 conclusion

In this chapter, we presented a flexible solution for MAC protocol design in wireless sensor net-
works. The motivation was to provide a run-time configurable, ultra-low power, asynchronous
neighbor discovery MAC protocol for WSN applications such as target tracking and environment
monitoring.

Our solution — the Q-MAC protocol — is easy to implement: nodes select a pair of cyclic quorum
systems, referred to as a cqs-pair, as their preamble sampling schedules such that they satisty the
rotation closure property. This run-time configurable protocol achieves faster discovery than other
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Figure 5.8: Delivery Ratio

asynchronous protocols for a given duty cycle, allows nodes to independently select their own duty
cycles, provides a provable upper bound on discovery latency, and performs well in practice. The
construction of a cqs-pair is based on the Multiplier Theorem and has low time complexity.
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Chapter 6

Conclusions, Contributions and Proposed
Post Preliminary Exam Work

Our works is motivated by saving idle energy consumption for wireless sensor network. It is
based on the preservation that idle energy consumption is not neglectful for most of applications
in WSNs, like environment monitoring [6], target tracking [5] etc,.

The proposed solutions were inspired by the quorum-based power saving mechanism [11]. Our
solutions, cqs-pair and ggs-pair, provide a general framework in which we can satisfy the het-
erogenous energy saving requirement and meanwhile guarantee neighbor discovery latency. We
show that the generalization is a non-trivial extension from past works.

Furthermore, we applied the heterogenous wakeup scheduling into low power listening (LPL)
mode in WSNs and proposed the Q-MAC protocol. We addressed the rendezvous issues and
proposed quorum-based LPL scheduling which is different from previous periodic LPL listening
pattern. Our mechanism provide a run-time configurable, ultra-low power, asynchronous neighbor
discovery MAC protocol for WSN, which has more merits than B-MAC [1] and X-MAC [2] in
terms of idle energy saving and end-to-end data delivery delay.

6.1 Contributions

In this proposal, we studied a number of issues. In particular, our main goal is to maintain network
connectivity in duty-cycled network with quorum-based wakeup scheduling. Here we use the term
“connectivity” loosely, in the sense that a topologically connected network in our context may not
be connected at any time; instead, all nodes are reachable from a node within a finite amount of
time.

Towards that end we have conducted a series of studies. Specifically, for the design rationale
(described in Chapter 4), we first attempt to design a heterogenous quorum-based wakeup schedule

53



54

for WSNs with slotted listening mode, and then extend the works to duty-cycled WSNs with LPL
mode which is more energy efficient and sacrifice little in neighbor discovery latency. The current
research status and contributions are concluded as follows.

We proposed cyclic quorum system pair [35] (or cgs-pair) which guarantees that two adjacent
nodes which adopt heterogenous cyclic quorums from such a pair as their wakeup schedules, can
hear each other at least once within one super cycle length (i.e., the larger cycle length in the cqs-
pair). In [35], we also presented a fast algorithm for constructing cqs-pairs, using themultiplier
theorem [36] and the (N, k, M, [)-difference pair defined by us. Given a pair of cycle lengths (n
and m, n < m), we show that the cqs-pair is an optimal design in terms of energy saving ratio.
The fast construction scheme significantly improves the speed of finding an optimal quorum, in
contrast to previous exhaustive methods [37]. We also analyze the performance of cqs-pair in terms
of expected delay (an1 < E(delay) < mT’l), quorum ratio, and energy saving ratio. With the help
of the cqs-pair, wireless sensor networks can achieve better trade-off between energy consumption
and average delay. For example, all cluster-heads and gateway nodes can pick up a quorum from
the quorum system with smaller cycle length as their wake up schedule, to get smaller discovery
delay. In addition, all members in a cluster can choose a quorum from the system with longer cycle
length as their wakeup schedules, in order to save more idle energy.

Our another research work on quorum-based wakeup scheduling is ggs-pair [38]. In this work,
we presented another design for heterogenous quorum system pair. The design is called the grid
quorum system pair (or ggs-pair) in which each quorum system of the pair is a grid quorum
system [37]. we prove that any two grid quorum systems can form a gqgs-pair. Comparing with
cqgs-pair, ggs-pair has better performance in terms of average neighbor discovery latency. We
show that for a ggs-pair with v/n x +/n grid and \/m X \/m grid, the average discovery delay

is bounded within %\/‘?H) < E(Delay) < %, while the quorum ratios are —2@_1

, respectively. With the help of the gqs-pair, WSNs can also achieve trade-off between
energy consumption and average delay.

and 2/m—1
m

In the followup work, we further apply the quorum-based wakeup scheduling into low power lis-
tening mode for duty-cycled wireless sensor network. We proposed Q-MAC [39], a quorum-based
asynchronous duty cycling MAC protocol. In Q-MAC, a node will not follow periodic, duty cycled
low-power listening (LPL) as in B-MAC or X-MAC, but a quorum-based LPL scheduling. Q-MAC
can guarantee low duty cycle (e.g. 1%) and yet still ensure the discovery of neighbor nodes within
bounded delay. The primary advantage is the run-time configuration, which allow flexible adjust-
ment on power saving policy to reflect the available energy or different workloads in heterogenous
networks. Although Q-MAC requires global agreement on some basic LPL parameters, like the
length of channel checking interval and preamble sampling period (equal to the awake time) in
each interval, this does not preclude Q-MAC from independently choosing its quorum-based LPL
patterns.

We use the cqs-pair [35] concept to design the Q-MAC protocol by combining dual preamble sam-
pling to provide a flexible configuration solution for asynchronous low power listening mechanism
at the MAC layer. To use Q-MAC, a node can choose its quorum-based LPL schedule so long as
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the quorum schedule will intersect at least once with the quorum schedules of its neighbor nodes
in bounded time.

The experimental evaluation from real implementation of Q-MAC illustrates that Q-MAC can
achieve flexible tradeoffs between saving energy and bounding end-to-end transmission delay.

We implemented cqs-pair, ggs-pair and Q-MAC in a wireless sensor network platform comprised
of Telosb [40] motes and tested their performance in terms of energy-saving ratio, neighbor dis-
covery latency, and deliver ratio. The work is presented in [38,39]. For Q-MAC, we implemented
the protocols on top of the LPL interface in TinyOS. The radio used by TelosB is the Chipcon
CC2420, which is an 802.15.4 compliant device. We developed a variety of APIs which an appli-
cation initiates the protocol. Our implementation do not need to modify the upper layer routing
protocols.

6.2 Post Preliminary Exam Work

Based on our current direction of research, we propose the following works with the top priority
for our post preliminary exam work:

1. Investigate the possibility of further improving energy efficiency via asymmetric design;
We observe that it is not necessary to guarantee intersection in idle state since there is data
for transmission and nodes do not need to find out each other in such case. The intersection is
only needed for data transmission via unicast or multicast. Let’s define the data transmission
as write operation, the idle listening as read operation.

Thus it is possible to propose the concepts of read quorum, write quorum, read-write quorum
in a quorum group. In order to save energy, it is only necessary to guarantee the intersection
property between any two quorums, i.e., read quorums will not intersect with each other, but
a read-quorum will intersect with a write quorum or a read-write quorum. Hence if a node
adopts read quorum in idle state, and switch to write-quorum or read-write quorum in case of
data transmission, we can guarantee the network connective, and meanwhile, provide higher
energy efficiency.

For the coming step, we may design a new protocol which is based such quorum group. An
example design may be grid quorum group, i.e., a read quorum consists of an column of
element in a grid, a write quorum consists of an row of elements in the grid, a read-write
quorum consists of an row plus an column of elements in the grid. We will design a protocol
based on quorum groups to achieve better energy saving ratio and discovery latency, and are
easily implemented for WSNs.

2. Cross-layer design with routing protocol adaption;

With quorum-based rendezvous mechanism in MAC layer, both the one-hop delivery latency
and the end-to-end delay will be affected. Here, we refer the delivery latency mainly as the
neighbor discovery latency after introducing the quorum-based mechanism in the proposal.
If we denote the latency of one node discovering another node as the cost for a link which
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connecting the two nodes, then the link cost will be continuously changing.

In wireless sensor network with dynamic “link cost”, how to find an optimal shortest routing
path for end-to-end data delivering is a non-trivial issue. Traditional Bellman-Ford algorithm
or Dijkstra’s algorithm cannot be used directly for finding such an shortest path because in
different slots, the cost of each link is varying, so that the built-up routing path in last time
slot will not be valid in current time slot anymore.

We plan to model the problem formally, and try to make adaption from existing routing pro-
tocols, i.e., AODV, MintRoute, etc,. to build up a new routing protocol over quorum-based,
asynchronous MAC protocol which is our previous work. The new routing protocol will be
highly different from conventional works in networks where the link cost was unchanged or
changed slowly. It has temporal adaption feature, and need the support from the under layer.
We will design such a protocol and implement it over Telosb platform.

Besides, we are also interesting to solve the following two problems,

1. Capacity maximization;
Although the quorum-based wakeup scheduling is energy efficient, it brings the cost of addi-
tional neighbor discovery delay which will reduce the overall system transmission capacity.
The additional neighbor discovery latency do not have much affects on applications with low
traffic. But for traffic-intensive applications, like data aggregation, the additional latency is
not neglectful.
In the post preliminary-exam work, we will find the factors that affect the capacities in our
quorum-based scheduling mechanism, and propose some solutions to maximize the capacity,
i.e., random quorum selection, practical backoff time setting, for the application with high
traffic load such as data aggregation [71].

2. Broadcast/multicast support;
Although we have proposed some solutions to support broadcast/multicast in previous work,
there are still some disadvantages, like too many RTS messages are send out for triggering
receiver for waking up to receive the broadcast/multicast data.
A better solution in the future may be to extend the cqs-pair to cqs m-pair in which m cyclic
quorum systems have the heterogenous rotation closure property with one another. The
behind rationale can be based on Chinese Remainder Theorem.
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