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DynaCut: A Framework for Dynamic Code Customization

Abhijit Mahurkar

(ABSTRACT)

Software systems are becoming increasingly bloated to accommodate a wide array of features,

platforms and users. This results not only in wastage of memory but also in an increase

in their attack surface. Existing works broadly use binary-rewriting techniques to remove

unused code, but this results in a binary that is highly customized for a given usage context.

If the usage scenario of the binary changes, the binary has to be regenerated. We present

DYNACUT– a framework for Dynamic and Adaptive Code Customization. DYNACUT provides

the user with the capability to customize the application to changing usage scenarios at

runtime without the need for the source code. DYNACUT achieves this customization by

leveraging two techniques: 1) identifying the code to be removed by using execution traces

of the application and 2) by rewriting the process dynamically. The first technique uses

traces of the wanted features and the unwanted features of the application and generates

their diffs to identify the features to be removed. The second technique modifies the process

image to add traps and fault-handling code to remove vulnerable but unused code. DYNACUT

can also disable temporally unused code – code that is used only during the initialization

phase of the application. To demonstrate its effectiveness, we built a prototype of DYNACUT

and evaluated it on 9 real-world applications including NGINX, Lighttpd and 7 applications

of the SPEC Intspeed benchmark suite. DYNACUT removes upto 56% of executed basic blocks

and upto 10% of the application code when used to remove initialization code. The total

overhead is in the range of 1.63 seconds for Lighttpd, 4.83 seconds for NGINX and about 39

seconds for perlbench in the SPEC suite.
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Abhijit Mahurkar

(GENERAL AUDIENCE ABSTRACT)

Software systems are becoming increasingly bloated to accommodate a wide array of users,

features and platforms. This results in the software not only occupying extra space on com-

puting platforms but also in an increase in the ways that the applications can be exploited

by hackers. Current works broadly use a variety of techniques to identify and remove this

type of vulnerable and unused code. But, these approaches result in a software that has

to be modified with the changing usage scenarios of the application. We present DYNACUT,

a dynamic code customization tool that can customize the application at its runtime with

a minimal overhead. We use the execution traces of the application to customize the ap-

plication according to user specifications. DYNACUT can identify code that is only used in

the initial stages of the application execution (initialization code) and remove them. DYNA-

CUT can also disable features of the application. To demonstrate its effectiveness, we built

a prototype of DYNACUT and evaluated it on 9 real-world applications including NGINX,

Lighttpd and 7 applications of the SPEC Intspeed benchmark suite. DYNACUT removes upto

56% of executed basic blocks and upto 10% of the application code when used to remove

initialization code. The total overhead is in the range of 1.63 seconds for Lighttpd, 4.83

seconds for NGINX and about 39 seconds for perlbench in the SPEC suite.
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Chapter 1

Introduction

Existing commodity software systems are designed to support multiple features, platforms,

and various users [37]. In actuality, the end-users use only a small subset of these features –

leading to software bloat or accumulation of unwanted features not required for the use cases

of the end-user. A simple example of software bloat is the increase in the size of the true and

false commands in Unix and Unix-based systems. From 0 bytes and 7 bytes respectively,

these commands have gone up in size to 8377 bytes each [20]. This is also true for other

commodity software like the Firefox web browser which executes less than 30% of its code

[38]. Software bloat not only results in more system memory being consumed but also in

an increase in the attack surface of the application. An example of this is the Heartbleed

bug [45] in the OpenSSL cryptographic library. Heartbleed resulted from a programming

mistake in a popular OpenSSL library making up to 66% of the websites on the Internet

that used Apache and NGINX web servers vulnerable. Apart from code bloat, applications

tend to use some parts of the code only during startup and never again in the lifetime of the

application [16].

1.1 Motivation

Code coverage techniques can be used to find unreachable or dead-code to identify and remove

unused code in the application. Dead code elimination is a compiler optimization that can be

1



2 CHAPTER 1. INTRODUCTION

performed using static code analysis and data-flow analysis [12]. However, this approach to

remove unused code would need to be performed during the software development lifecycle

and would be unsuitable for situations where only the application binary is available.

Recent works to remove unused code from the program binary use control flow information

[37], [41], [14] to identify the unused basic blocks. Some approaches also use user-defined in-

puts to customize the binaries to retain only the user-desired features in the binary [37], [19],

[22]. To remove the unused basic blocks, some techniques synthesize a new binary from the

constructed control flow graph (CFG) [37] and others replace the code instructions with use-

less instructions [41]. Temporal Syscall Specialization [16], achieves dynamic attack surface

reduction by disabling system calls that are used temporally i.e., only in the initialization

phase and not in the serving phase of the application. It identifies a transition point be-

tween the initialization phase and the serving phase of the application. Next, static analysis

techniques are used to identify syscalls used only in the initialization phase. These syscalls

are eventually disabled using seccomp filters. This technique results in the elimination of

dangerous syscalls like execve – which can be used to launch dangerous shellcodes.

The overall motivation of our work is that existing works do not target removing unused code

at application runtime or dynamically customize it according to user defined specifications.

Existing debloating techniques [37] [19] [14] [41] can remove unused code but do not take into

account the temporal nature of code execution in an application. Our work also provides a

novel approach to disable application features and also re-enable them as and when the user

desires.
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1.2 Threat Model

Our threat model assumes that the attacker has access to the application binary and can

send requests to the server through a remote connection. Our work does not provide any

exploit mitigations and only reduces the attack surface of an application. We also assume a

trustworthy TCB, OS kernel, and ELF loader. Side-channel attacks and kernel vulnerabilities

and mitigations are out of the scope of our work. DYNACUT can reduce the viability of code-

reuse attacks e.g. ROP attacks [57]. ROP attacks can be defeated with existing OS security

techniques like ASLR [57]. But, there exists a more powerful variant of ROP attacks called

Return-to-PLT(ret2plt) attacks, which can defeat ASLR. DYNACUT can be used to reduce

the viability of ret2plt attacks.

1.3 Thesis Contribution

We present DYNACUT– Dynamic and Adaptive Code Customization, a framework for Dynam-

ically customizing an application at runtime. DYNACUT can disable features of the application

that the user deems unnecessary in a particular usage context of the application. DYNACUT

can identify and remove application code that is being used only during the startup of the

application. DYNACUT can also re-enable application features that were disabled, providing

flexibility to the user. DYNACUT does not need the source code of the application to perform

these customizations, however, it relies on the execution traces of the application, which can

be generated using an off-the-shelf trace generation tool e.g., DynamoRIO [4], Intel PT [40]

and Intel PIN [28]. We use the code-coverage tool drcov of DynamoRIO [10].

To dynamically customize a process, DYNACUT uses a process-rewriting method that modifies

the process address space to add code pages, insert fault handlers into the address space and
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insert traps in the application binary – providing a rich set of capabilities to the end-user to

customize a process.

DYNACUT is built upon the Linux Checkpoint Restore in Userspace (CRiU) project [7]. CRiU

provides an infrastructure to stop a process, checkpoint its state to disk, and then restore it.

We extended the capabilities of CRiU to update the memory contents of the process.

Our contributions are summarized as follows:

• We present the Design and Implementation of DYNACUT;

• We describe how the code-coverage traces generated using DynamoRIO is processed

to identify feature-related and initialization basic blocks;

• We built a prototype of DYNACUT and evaluated it on 9 real-world applications; The

results show DYNACUT can remove up to 56% of the executed code of server applica-

tions.

1.4 Thesis Organization

The rest of this thesis is organized as follows: Chapter 2 discusses the necessary background

of our work and also justifies its motivation. Chapter 3 describes the past and related

works, Chapters 4 and 5 describe the design and implementation of DYNACUT respectively.

Chapter 6 describes the security benefits of DYNACUT. Chapter 7 discusses the performance

evaluation of DYNACUT. Finally, Chapter 8 concludes the thesis, discusses the limitations of

DYNACUT and identifies future work.



Chapter 2

Background

This chapter aims to provide the necessary background in the context of this thesis.

In Section 2.1, we describe what is software debloating and some existing works in this

direction. Next, in Section 2.2, we briefly describe CRiU – upon which DYNACUT is built.

In Section 2.3, we give a basic overview of signals in linux and describe the SIGTRAP signal.

In Section 2.4, we briefly review some basic ELF concepts used by DYNACUT and finally

in Section 2.5, we briefly provide the necessary background of the binary instrumentation

framework DynamoRIO [10].

2.1 Software Debloating and Dynamic Customization

To support a wide range of use cases and platforms, applications tend to add on func-

tionalities that may not be required by the end-user of the software. These unnecessary

functionalities lead to a waste of memory but more importantly can increase the attack sur-

face of an application [37]. Software Debloating is a technique in which unused code or code

bloat is removed from the application.

Some techniques also allow for the code to be customized according to the user specifica-

tions. Razor [37] is a debloating framework that customizes the binary based on the users’

specifications. Razor relies on user-specified test cases to identify the code necessary/un-

5
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necessary for execution. Only the code necessary for the execution will be triggered by the

test cases and by tracing the execution, such code can be identified. However, since it is

almost impossible to generate test cases to cover all related functionalities, razor also takes

into account control flow based heuristics to identify complementary code which cannot be

identified using just user-specified test cases. To collect the execution traces, Razor uses

both software-based binary instrumentation tools (DynamoRIO [10]) and hardware-based

logging tools like Intel PT [40]. Once the traces are collected, Razor disassembles the bi-

nary and constructs a partial control flow graph (CFG). To add more related code into the

CFG, Razor uses a set of control flow-based heuristics to construct a complete CFG. Once

a complete CFG for a set of specified test cases is constructed, Razor then disassembles the

original binary and synthesizes the new debloated binary by including the machine code of

the necessary instructions. Razor generates a debloated binary customized to the specific

needs of the user but is not dynamically customizable – if the user-specified test cases change,

a new binary has to be generated.

There have also been machine learning based approaches to identify a minimal binary. Chisel

[19] and Control-flow trimming [14] are two such examples. Chisel [19] is similar to Razor

but uses a Reinforcement Learning-based approach to identify and remove all unwanted

functionalities of the application given a high-level specification of the desired functionality.

Control-flow trimming [14] generates a contextual CFG by using machine learning based

techniques to decide if a branch should be taken/not-taken.

Recent research efforts have been aimed at dynamically customizing the behavior of the

application. Temporal syscall specialization [16], dynamically customizes the syscalls that are

allowed to be executed by the process. Depending on the execution phase of the application,

temporal syscall specialization disables system calls that are no longer required in the current

execution phase. They identify a transition point between the initialization and the serving
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phase for popular server applications and then disable all the system calls that are not

required for the normal execution of the application in its serving phase. They achieve this

by using static analysis to extract the application’s call graph, identifying all the syscalls

used in each phase of the application, and then deploying a seccomp filter to disable all

unused syscalls. This results in the blocking of dangerous syscalls like fork() and execve()

which are used only in the initialization phase of the application. These syscalls can be used

to launch dangerous shellcodes. By blocking them, the attack surface of the application is

reduced.

DamGate [5] is another work that dynamically customizes application features. Application

features that cannot be completely removed using existing debloating techniques can be

blocked by inserting gates or checker functions in the binary of the application. DamGate

performs both a static call graph analysis and a dynamic call graph analysis to generate

a complete call graph. Once this complete call graph is generated, execution paths for

allowed features are identified and gates are inserted in these execution paths to prevent the

execution of unwanted features. If the execution of the function goes beyond the permitted

boundary, DamGate terminates the execution of the program. DamGate bears the closest

resemblance to DYNACUT. But, DYNACUT can disable the unwanted code completely and it

also allows the user to customize the fault handling when an undesired feature is executed –

unlike DamGate which terminates the execution.

2.2 Checkpoint Restore in Userspace

Checkpoint Restore in Userspace (CRiU) is a tool that checkpoints an application in userspace.

It freezes a running process, saves all its data into a set of images, and when the user wants

to restart the process from the point it was checkpointed, it restores the process. CRiU can
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be used for live container migration, snapshots and remote debugging [7].

CRiU can also be used to reduce the start time of the application. If the application is

checkpointed once it finishes starting up, this image can be used to restart the application

without waiting for the application to start up again. DYNACUT makes use of this usage

scenario – we checkpoint the application once its initialization phase is complete and then

since these initialization functions are no longer needed, we can disable them by modifying

the CRiU images.

CRiU dumps the process by collecting the process and freezing it. If given the PID of

the process through the command line, CRiU dumper walks through /proc/$pid/task/ to

collect threads. The children are gathered by reading the /proc/$pid/task/$tid/children.

The tasks are stopped using the PTRACE_SEIZE command while the CRiU dumper collects

the process information. Once the process is frozen, CRiU collects all the information of the

process and writes them to dump files. The VMA areas are parsed from /proc/$pid/smaps,

the mapped files are read from /proc/$pid/map_files, the file descriptors are read via

/proc/$pid/fd and core parameters of a task like registers, signal handlers etc. are read

from the ptrace interface and from parsing the /proc/$pid/stat entry. CRiU also injects

parasite code into the process address space via the ptrace interface. The parasite code

collects more information from the process such as the credentials and more importantly,

the contents of the memory of the process.

CRiU restores the process by morphing itself into the tasks it restores. The process tree is

forked, the basic task resources are restored and the restorer blob restores the memory map

of the process – by replacing the memory contents of CRiU with that of the dumped process.
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2.3 Signal Handling in Linux

Signals in a Linux process are software interrupts that are sent to the process to indicate

some event. Our work makes extensive use of the SIGTRAP signal. This signal is issued

whenever the program execution hits a trap instruction. The trap instruction is a one-byte

instruction (0xCC) generally used by debuggers to insert a breakpoint. For DYNACUT, we

use the trap instruction to customize the process. DYNACUT aims to dynamically customize

the fault handling behavior of the application. To allow the user to define the fault handling

behavior, the default behavior has to be replaced with the customized behavior. We do this

by inserting the trap instruction at our points of interest and updating the default action of

a signal handler. This is achieved by updating its sigaction. A sigaction defines how the

signal will be handled. sigactions can also call specified functions to handle the signal.

1 struct sigaction {

2 void (*sa_handler)(int);

3 void (*sa_sigaction)(int, siginfo_t *, void *);

4 sigset_t sa_mask;

5 int sa_flags;

6 void (*sa_restorer)(void);

7 };

Listing 2.1: sigaction struct definition [24]

Listing 2.1 shows the sigaction structure. DYNACUT updates the fault handling behavior

by updating the sa_sigaction field with the pointer to the signal handler function instead

of the default signal handling action. The sa_restorer field needs to be replaced with the

pointer to the function that makes the rt_sigreturn1 syscall.

1The rt_sigreturn syscall returns from the signal handler and cleans up the stack frame [25].
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2.4 ELF Basics

ELF (Executable and Linking Format) is a standard file format used for executable files,

shared libraries, object code, and core dumps [13]. DYNACUT loads a position independent

shared library into a process’ address space by loading the executable segments of the ELF

file into a newly created virtual address space. DYNACUT accomplishes this by simulating

the Linux dynamic loader (ld.so) [23]. Next, we describe the execution view of an ELF file

– also known as segments, and how they are loaded into the virtual memory for execution.

Linking View Execution View

.rela.dyn
.rela.plt

.init
.plt

.plt.got
.plt

.text

.rodata
.eh_frame

...

.init_array

.fini_array
.dynamic

.got
.got.plt
.data

...

Segment 1

Segment 2

Segment 3

Segment 4

...
ELF header ELF header

...

Figure 2.1: Illustration of the Linking View and the Execution View of an ELF file.

2.4.1 Program Loading and Dynamic Linking

ELF files have two kinds of formats depending on whether the ELF is being used for program

linking or program execution. ELF sections come into picture when an ELF file is used
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for program linking and ELF segments come into picture when the ELF file is being used

for program execution. Figure 2.1 illustrates the Linking View and the Execution View of

an ELF file.

Various sections in the ELF hold program and control information. Some of these sections

are: The .plt section holds the procedure linkage table, the .init section of the ELF holds

the executable instructions that contribute to the process initialization code, the .got holds

the global offset table, the .text section holds the executable instructions of a program, the

.rodata section holds read-only data that typically contribute to a non-writable segment

in the process image. The image represents how the ELF sections are mapped to the ELF

segments. In this section, we focus on the execution view of the ELF, i.e., the segment view.

There are nine types of segments in a ELF file. Segments of type PT_LOAD specify loadable

ELF segments which is described by p_filesz and p_memsz [48]. These two values describe

the size of the PT_LOAD segment in-file and in-memory respectively. The value p_memsz can

be greater than the value p_filesz if the PT_LOAD segment contains the uninitialized data

section (.bss). Every one of the PT_LOAD segments from the ELF file needs to be loaded

into the virtual memory. When the PT_LOAD segments are loaded into memory, their relative

offsets must be preserved. The difference between any two virtual addresses in memory must

match the differences in the ELF file [48]. The difference between any virtual address in

memory and any address in the file is the base address of the shared library in the virtual

address space. The first PT_LOAD segment is loaded at the base address. The second PT_LOAD

segment is loaded at the end address of the first segment truncated to the nearest multiple

of the maximum page size. All the PT_LOAD segments are similarly loaded into memory.
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2.5 DynamoRIO

DYNACUT uses execution code traces of an application in the first stage to determine which

basic blocks need to be removed and also to identify basic blocks that are not required in the

current execution phase of the application. DynamoRIO is a framework that provides the

capability to dynamically analyze and optimize the application at runtime [4]. The drcov

client [9] is a tool that is built upon the DynamoRIO framework. drcov collects information

about which basic blocks have been executed and writes the results to a per-process logfile.

drcov is generally used to analyse the code coverage of a particular application. We use the

drcov tool and the generated execution traces of the application to identify all the basic

blocks that have been executed and the order of their execution. DynamoRIO also provides

the user the capability to write a custom tool that uses the DynamoRIO framework. We

used this capability to develop a tool that prints the first and last execution timestamp of

every basic block. We describe how these execution traces were used in section 4.2.

2.6 ROP attacks

Buffer overflow attacks use the buffer overflow vulnerability to overwrite parts of application

memory. Buffer overflow attacks work by overwriting a fixed-length buffer with more data

than it can handle – leading to overwriting of adjacent areas of memory [53]. Buffer overflow

attacks are generally used to execute shellcode leading to arbitrary execution of the applica-

tion or the attacker gaining root privileges. Some of the defenses against these attacks are:

1. non-executable stack, 2. stack canaries, and 3. Address Space Layout Randomization

(ASLR).

Return-to-libc attacks are a type of attack that uses a buffer overflow vulnerability in the
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application to overwrite the memory with calls to the C standard library libc. Libc is

targeted because it is almost always linked to a program. One example of a return-to-libc

attack uses the system()2 libc call. If the address of system() and the string ”\bin\sh” is

identified in the process address space, and these addresses are placed in the buffer that is

being overflowed, the attacker can open a shell [59]. ROP attacks are a more expressive form

of ret2libc attacks and use machine instructions already present in the application memory

– called gadgets, to enable arbitrary execution [59]. Gadgets are chained together to create

code sequences that perform arbitrary execution.

Return-to-PLT (ret2plt) attacks are similar to ret2libc attacks where the attacker uses PLT

entries of the application to jump into the libc functions. But, ret2plt attacks are more

powerful as they can bypass both the non-executable stack defense and ASLR [8].

2The system() libc call forks a new child process and executes the shell command specified [26].
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Related Work

This chapter provides an overview of several related works that can have been carried out

in the research areas that DYNACUT targets. The related works have been split into five

categories. First, section 3.1 describes research efforts in the area of software debloating.

Section 3.2 discusses some techniques that aim to achieve dynamic attack surface reduction.

Section 3.3 discusses approaches to dynamically update software. Finally, sections 3.4 and

3.5 discuss techniques that enforce fault isolation and principle of least privilege.

3.1 Binary Debloating and Customization

There have been several works that introduce different types of software debloating frame-

works. The main challenge that is common to all these works is the ability to identify

code that needs to be removed. Some of the works that we identified that perform a varia-

tion of debloating are Razor [37], Chisel [19], Piece-wise compilation [39], BinTrimmer [41],

Feature-based customization [22] and Control-flow trimming [14].

Razor [37] performs debloating post-deployment. Razor achieves debloating with the use

of binary instrumentation tools and by generating a precise CFG using a heuristic-based

approach. Once a precise CFG is constructed, a new binary is synthesized for the user-

defined features with only the necessary instructions. DYNACUT is also a Post-deployment

tool like Razor and customizes application binaries. However, DYNACUT can remove unused

14
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code at application runtime.

Another work that attempts to generate a precise CFG is BinTrimmer [41]. BinTrimmer

uses a Iterative CFG refinement technique to generate a precise CFG – one that identifies

all the basic blocks that can be safely removed from the application without affecting its

correctness. Once all the basic blocks needed are identified, BinTrimmer removes all the

unwanted basic blocks by rewriting them with useless instructions. Even though it does not

reduce the application size, it provides a security advantage by reducing the attack surface

of the application. DYNACUT removes unwanted basic blocks by replacing them with useless

instructions (int3). Although DYNACUT does not use any CFG creation technique to identify

unwanted basic blocks, BinTrimmer’s CFG refinement technique can be used orthogonally

to DYNACUT’s technique of identifying unwanted code.

Control-flow trimming [14] is another approach that focuses on generating accurate CFGs

for debloating the application. Control-flow trimming generates a contextual CFG that

uses decision trees to decide whether the branch should be executed or not. The machine

learning model is first trained using user-defined execution traces generated by unit testing

of the application. To enforce the contextual control-flow integrity, a hash table with key

as the context and the value as the yes/no decision is created. Every jump instruction

is instrumented to check the hash-table to make the decision to take/not-take the branch.

DYNACUT also needs the user-defined test cases to generate application traces to identify

unwanted basic blocks.

Piece-wise compilation [39] is another approach to include only code that is necessary for

the execution of particular user-defined features. DYNACUT also tries to identify the minimal

code that is necessary for the execution of the application – although we do not customize

the libc binary.
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Chisel [19] is a Reinforcement-Learning based approach to software debloating where the

wanted features of the application are identified by using a property test. Through several

iterations, a reduced program is identified. DYNACUT also tries to identify the minimal code

necessary for the execution of the application but without the use of reinforcement learning.

Feature-based customization [22] provides an approach to debloating where unwanted code

is input as seeds to the debloating framework. The functions corresponding to these seeds

are removed by using static dataflow analysis and by removing the call-sites to the identified

functions. DYNACUT also tries to remove the unwanted code using the user-defined tests

cases as input.

Although DYNACUT does not perform any CFG construction or optimization, we consider

all the above works to be orthogonal to the method of basic block identification used by

DYNACUT. These methods can be used in conjunction with our simple method – a transi-

tion point-based approach to identify unwanted basic blocks, incurring minimal overhead

or remove an even larger number of basic blocks – even those that are used at application

runtime.

3.2 Dynamic Attack Surface Reduction

In this section, we discuss some related works that aim to achieve attack surface reduction

dynamically.

Confine [15] uses static code analysis techniques to analyze a containerized application and

identify all the system calls needed by it. Once all the system calls are identified, the

remaining syscalls are blocked using seccomp filters. DYNACUT tries to identify the minimal

set of basic blocks necessary for the application execution and removes all the unnecessary
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basic blocks – at runtime.

BinRec [1] aims to use the execution traces to lift the binary to IR and apply a rich set

of transformations to it. Once the transformations have been applied, they can then be

lowered back again into binary code. BinRec can be used to reduce the attack surface by

using transformations like AddressSanitizer [46] and SafeStack [47]. While DYNACUT does

not lift the binary to IR, similar attack surface reduction can be achieved using DYNACUT. In

the case of BinTrimmer, if the code-usage scenario changes, the binary has to be recompiled,

which is not the case with DYNACUT. DYNACUT can simply re-enable the code required by

the user.

Attack surface reduction has also been demonstrated for OS kernels in trimming [27]. Trim-

ming uses kprobes to reduce the attack surface of the kernel. First, analysis kprobes are

inserted into the kernel and all the kernel functions that are being used under a policy scope

are identified. Next, all the unwanted kernel functions are hooked with enforcement kprobes

that kill an application if unwanted access is made to these functions.

DYNACUT also achieves a dynamic attack surface reduction – by disabling basic blocks that

are not required for the subsequent execution of the application at runtime. Hence, DYNACUT

can also be used for dynamic attack surface reduction.

3.3 Dynamic Software Updating

Dynamic Software Updating (DSU) as the name suggests is updating of applications while

they are running [56]. There have been several efforts in this direction. We highlight some

of them here.

Kitsune [18] is a DSU system for the C language. Kitsune works by inserting update points
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at program locations that need to be updated. Once the update points are inserted, the

update execution phase unwinds the stack of the old threads, loads the entire new program,

and resumes execution of the application from the point at which the update took place in

the old version.

Ginseng [34] is a system that dynamically patches applications. The applications are specially

compiled so that they can be dynamically patched. Then, ginseng compares the old code from

the new code, generates the patch, and applies this patch dynamically while the application

is running.

Ksplice [21] is a system that allows system administrators to apply patches to the kernel

without rebooting. KSplice works by first linking the replacement code into the kernel and

then placing a jump instruction in the kernel at the start of the obsolete function – thus

directing the execution from the obsolete function to the new function.

Upstare [32] is another work that dynamically updates a running process. UpStare loads the

new patch into memory using dlopen and also performs datatype updates by unwinding the

stack up to the thread-entry point function.

DYNACUT can be used to assist Dynamic Software Update methods by inserting update points

(trap instructions) at points where the application needs to be updated and by replacing

them with the new code in the patch.

3.4 Fault Isolation and Domain based Isolation

Fault isolation is a mechanism of isolating untrusted modules to protect their host application

[61]. There have been several works in this direction including ARMlock [61], Donky [43],

ERIM [52], libmpk [36], Intra-Unikernel Isolation [44] and MonGuard [55].
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ERIM [52] is a technique to isolate memory domains that uses the intel MPK extension

[33]. With MPK, each virtual memory page of a process can be isolated with one of 16

protection keys – partitioning the process address space into up to 16 isolated domains [52].

ERIM reserves a portion of the address space and makes it accessible only from the trusted

part of the application. ERIM ensures isolation by mapping the reserved memory and the

general memory of the application to two different MPK domains. The reserved trusted

memory is accessible only by the trusted code. Execution flows from the untrusted code to

the trusted code and back via call gates. The call gates enable access to the reserved memory

by updating a register and when the trusted code is done executing, the call gates disable

access to the reserved memory and transfer control back to the untrusted code. DYNACUT

provides a software-based fault isolation mechanism – instead of isolating the fault, DYNACUT

eliminates the potentially vulnerable code entirely.

Other works that use Intel MPK to achieve domain-based isolation are: libmpk [35], Intra-

Unikernel isolation [44] and MonGuard [55]. libmpk provides a software abstraction for the

MPK hardware extension, MonGuard presents an in-process monitor that is isolated from

the rest of the application. Intra-unikernel isolation brings memory isolation inside the single

address space of the unikernel using Intel MPK.

ARMlock [61], uses the memory domain support in ARM processors to create isolated mem-

ory domains for a process.

Donky [43] provides a software-hardware co-design for in-process isolation that implements

domain switching entirely in userspace – reducing the switching overhead and the kernel

complexity.
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3.5 The Principle of Least Privilege

Privilege separation is a technique where the application is divided into several different

modules based on the privilege each of them requires [30]. Privilege separation prevents the

program from being compromised completely in the event of an attack because each of these

modules are executed in their own domains and cannot access parts of the program executing

in other domains. Program-mandering (PM) [30] is a technique that implements privilege

separation. It achieves this by first constructing a Program Dependence Graph (PDG) by

using user-defined specifications. Then the PM performs program analysis to determine the

sensitive and insensitive information. The Program is then split by PM into sensitive and

insensitive domains. DYNACUT can be used to achieve similar privilege isolation by allowing

only certain features of the application to execute in a particular usage context – for example

PUT and DELETE requests to a server can be disabled when the client does not need these

requests to be sent to the server.

3.6 Summary of Related Works

We summarize some of the works discussed in the previous sections here. Table 3.1 compares

DYNACUT with existing debloating techniques.
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Summary of Related Works
Related Work No Source Code

Required
Consider Pro-
cess’ phase of
execution

No binary regen-
eration required

Disable initial-
ization code

Chisel [19] 7 7 7 7

Piece-wise [39] 7 7 7 7

Razor [37] 3 7 7 7

BinTrimmer [41] 3 7 7 7

DamGate [5] 3 7 3 7

Control-flow
trimming [14]

3 7 7 7

Temporal syscall
specialization
[16]

3 3 N.A. 7

DYNACUT 3 3 3 3

Table 3.1: Comparison of DYNACUT with existing debloating works
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Design

As described earlier, the motivation of our work is to dynamically customize a process. By

customization, we explore how to edit the memory of a process – add or delete certain

components of the process’ memory. We aim to achieve this with minimal overhead and

eliminating as many security vulnerabilities as possible; all while making the tool user-

friendly and compatible with a wide range of applications.

This chapter discusses the design and implementation aspects of DYNACUT. First, we describe

the 10000 feet overview of DYNACUT, next, in Section 4.2, we describe the design of the

components that make up DYNACUT.

Application

Code Profiling Tool

Wanted
Execution 

Traces

Unwanted
Execution 

Traces

Temporally 
unused BBs

Feature 
related BBs

User Defined 
Test Cases

Customized 
Policy User
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Rewriter

Customized 
Application

DynaCut

Vanilla Proc

Figure 4.1: Overview of DYNACUT.
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4.1 Overview

To achieve dynamic process customization, we identified two functionalities that DYNACUT

must support. First, DYNACUT needs to process the user input – this input describes how

the end-user wants to customize a process. DYNACUT can remove unwanted features, remove

initialization basic blocks , and also add/remove new VMA regions. The second functionality

of DYNACUT would be to edit the process – perform all the necessary steps that are required

to satisfy the user specifications. We provide an overview of these two functionalities of

DYNACUT in this Section.

We term the first functionality of DYNACUT as Undesired basic blocks identification and

the second functionality as Process Rewriter. We term the first functionality so because

two of the features that DYNACUT supports – feature removal and removal of initialization

functions require the identification of basic blocks that are undesired by the user and need to

be removed/disabled from the process image. We name the second functionality so because

DYNACUT needs to rewrite the process image according to the user specification. We go

deeper into these two functionalities of DYNACUT next.

An overview of DYNACUT and its major components : an undesired code block identifier and a

process rewriter is illustrated in Fig. 4.1. The undesired code blocks identifier takes as input

the execution traces of the application – generated using the DynamoRIO binary analysis

tool [10]. The method to identify undesired basic blocks that DYNACUT uses is very simple –

generate a diff of the wanted and unwanted feature logs and identify either the temporally

unused basic blocks or the point of transition for the feature to be removed and send it to

the next component of DYNACUT– the process rewriter.

The process rewriter is the component of DYNACUT that modifies the memory images of

the process to customize it. As described earlier, DYNACUT supports three kinds of pro-
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cess customizations – removal of initialization functions, undesired feature removal, and

adding/removing a new VMA region. We describe what the process rewriter does in each of

these cases next.

In case of the undesired feature removal, once the point of transition is identified, the process

rewriter modifies the process so that once this piece of code is executed, the application either

exits using exit() or if the user wants it – redirect the execution to another location in the

code to handle the exception gracefully.

For removal of initialization functions, DYNACUT identifies all the basic blocks that are used

only during the initialization phase of the application and removes them from the process

image. By disabling initialization basic blocks, DYNACUT aims to reduce the attack surface

available to an attacker to mount code-reuse attacks such as ROP attacks. We describe how

DYNACUT can thwart such attacks in the Security Evaluation Section. 6.

The third functionality of the process-rewriter – adding/removing a new VMA region in the

process address space and adding any user-specified shared libraries, can be used to handle

the exception generated by the above two cases gracefully or to reduce the code even further

by unmapping unused VMA regions.

In the rest of this Section, we will describe the design of these two major components in

detail and also discuss their low-level implementation details.

4.2 Design

As described earlier, DYNACUT has two major components – the undesired basic blocks

identifier and the process rewriter. We describe the design aspects of these two components

of DYNACUT in this Section.
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4.2.1 Undesired Code Block Identification

DYNACUT’s undesired code block identification component mainly uses the execution traces

provided by the code coverage client (drcov) of DynamoRIO [9]. This component of DYNA-

CUT has to identify the undesired basic blocks for feature removal as well as identify the list

of initialization basic blocks. Next, we describe the design of each of these approaches and

the differences between them.

Undesired Feature Related Basic Block Identification

To identify the basic block that is responsible for the undesired feature that is to be blocked,

DYNACUT uses a simple diff based approach. The user first needs to generate a trace with

all the desired features and also another trace for all the unwanted features. DYNACUT then

compares the two traces and identifies the basic block that is responsible for the execution

of the undesired feature as shown in Figure 4.1.

Removal of Initialization Basic Blocks

To identify basic blocks that are used only during the initialization phase of the server

application, we need to first identify a transition point. The transition point is where the

server transitions from the initialization phase to the serving phase and the main operations

of the server application begin [16].

The transition point allows us to determine which blocks are initialization basic blocks –

if a basic block has been executed before the transition point, it can be considered an

initialization basic block. All other basic blocks executed after the transition point can be

considered as essential for the main operations of the server and hence cannot be removed.
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The transition point needs to be manually identified for every application that is to be tested

with DYNACUT. We used a similar approach to identify the transition point as described in

[16]. Ghavamnia et al. also use a manual approach in identifying the transition point. For

server applications like Nginx, the transition point that we considered is similar to the one

used by Ghavamnia et al. [16] i.e., the transition from the serving phase to the initialization

phase takes place once the server’s main process forks. We identified the address where the

fork() code is executed and used it as the transition point for NGINX. Another transition

point for NGINX was also identified – the ngx_worker_process_cycle() function. For

Lighttpd, the server_main_loop() function was chosen as the transition point. The basic

block at the transition point was identified and all the basic blocks executed before it were

identified as initialization basic blocks.

Once the initialization basic blocks are identified, the list of basic blocks to be removed is

sent to the process rewriter.

4.2.2 Dynamic Code Customization

DYNACUT can customize a process according to the user’s specifications. The user can disable

an undesired feature, remove initialization code from the application and also update the

VMA region of the application either by adding a new VMA region or by deleting existing

VMA regions. We elaborate DYNACUT’s customization capability in this Section.

Process Rewriting

DYNACUT’s process rewriter works on static images created by the Checkpoint Restore in

Userspace (CRiU) tool. CRiU freezes a process and stores all the data of the stopped process

in a set of image files. DYNACUT processes these image files and modifies them to dynamically
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customize the process. CRiU was developed to allow for container migration but we only

use it to stop a running process and obtain all the process data. Transforming a static

process image can prevent potential race–conditions in a dynamic process transformation

system [3, 31, 58].

The current capabilities of DYNACUT’s process-rewriter include: adding/deleting the VMA

regions of the process memory, updating the memory contents of the process memory, and

adding position independent shared libraries into the process address space. The user can

update the memory contents of the process by adding a trap (int3) into any basic block

that is deemed undesired. Whenever this basic block is executed, the application exits. To

handle the SIGTRAP gracefully, DYNACUT can insert a position independent signal handler

library into the process address space. This signal handling library can be customized to

handle the exception according to the user’s specification. DYNACUT’s process rewriter can

also disable entire basic blocks or unmap an entire page to reduce the attack surface for

code reuse attacks. DYNACUT can also rewrite the process to update its signal handlers.

DYNACUT can add position-independent libraries into the process’ address space that include

a signal handler function and then modify the process CRiU images to handle any exceptions

raised by the inserted int3 instructions. Whenever an undesired basic block is executed, the

application execution can be redirected or exited.

Undesired Feature Removal

DYNACUT can disable a particular feature if the user deems it unnecessary for the usage

context of the application. Once the basic block of the unwated feature is identified in the

first phase of DYNACUT, a trap is inserted in the first byte of this basic block. A signal

handler is also inserted into the process address space in this step. The signal handler is

designed to handle SIGTRAP. The signal handler can deal with the SIGTRAP in several different
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ways. One action can be to simply call exit() to quit the program execution. Users can

also program the behavior of the application when there is unintended access to the blocked

code. Whenever the blocked code is executed, the fault handler captures the exception and

obtains the faulting context. It then updates the instruction pointer by adding an offset

value to the fault address so that on signal return, the instruction pointer points to a new

location where the application handles the wrong request. For example, when the user wants

to disable features in a web server, they can program the fault handler to jump to the code

that sends a 403 Forbidden response.

SIGTRAP  handler

int [][2] = {{address1,offset1}, 
{address2, offset2}}

0xCC

Undesired Feature 1

0xCC

 Undesired Feature 2 

http_status_set_error(r, 403);

address1

address2

address3

Figure 4.2: Illustration of multiple code features disabling and control flow redirection in
DYNACUT.

The feature blocking capability of DYNACUT is illustrated in Fig. 4.2. The image shows the

layout of the process image that has been modified by DYNACUT. As shown in the image, the

signal handler library has been added into the process image at a user-defined address. It

allows multiple code features to be blocked (by replacing the first byte to an int3 instruction

or 0xCC). When any of the basic blocks of undesired code blocks are accessed, a SIGTRAP
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is raised, as shown by the red and black arrows. The inserted signal handler then obtains

the faulting context and modifies the RIP so that the execution is re-directed to the code

block at address3 which makes the server respond with a 403 Forbidden when the blocked

feature is accessed, as shown by the blue arrow in 4.2.

To block code features in different locations, the customized SIGTRAP handler updates the

instruction pointer based on its original value. To be specific, we store the starting addresses

of each unwanted code block – this would be address1 and address2 and the corresponding

offsets - this would be (address3 - address1) and (address3 - address2) into the key-value

store in the signal handler as shown in Figure 4.2. The offset values are pre-obtained from

binary analysis and are embedded into the signal handler through a script.

1 int trap_map[][2] = {

2 #include "removal.h"

3 };

4 size_t map_len = sizeof(trap_map) / (2*sizeof(int));

5

6 void sig_handler(int sig, siginfo_t *si, void* arg)

7 {

8 ucontext_t *ctx = (ucontext_t *)arg;

9 uint64_t rip = ctx->uc_mcontext.gregs[REG_RIP];

10

11 for (int i = 0; i < map_len; i++) {

12 if ((rip & MASK) == (trap_map[i][0] + 1)) {

13 rip += (trap_map[i][1] - 1);

14 }

15 }

16 ctx->uc_mcontext.gregs[REG_RIP] = rip;

17 }

Listing 4.1: Example of a SIGTRAP handler for different trap locations.
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An example of the signal handler code that can be used to achieve the feature removal is

listed in Listing 4.1. The listing also shows how the faulting context is obtained (using

ucontext) and how the RIP is updated.

Removal of Initialization Functions

For most long-running server applications, the initialization code will not be used after a

certain point in the program execution. Using the execution log with timestamps cannot

provide us an accurate location in the code of this transition. To solve this issue, we ex-

tended DYNACUT’s ability to insert traps and add signal handlers into the process image to

dynamically locate the transition point.

b1 b2 b3 b4

b1 b2 b3 b4

b1 b2 b3 b4

Transition Point

Step 2

Step 3

Step 4

Step 1 b1 b2 b3 b4

Figure 4.3: Illustration of steps in removal of initialization code

To discover initialization basic blocks, we first use the execution log to find an approximate

transition point that never appears in the main execution loop of the server application

(step 1 in figure 4.3). Next, we add an int3 instruction at the beginning of each of the basic

blocks executed before this chosen initialization point (step 2 in figure 4.3). We then restore
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the process. If the basic block with the int3 instruction is executed, the execution will be

trapped by the customized signal handler. The signal handler saves the executed basic block

locations to a configuration file to that can be used to finalize the initialization code blocks

to be removed – illustrated in step 3 of figure 4.3. Finally, all the identified basic blocks

which did not execute in step 3 are removed (step 4 in figure 4.3).

Initially, we tried to find an exact list of initialization basic blocks using only the execution

traces. However, there were a few exceptional cases of basic blocks that are never executed

after the initialization phase in the execution traces, but are executed when we restore the

process (e.g., ngx_signal_handler() in Nginx). We suspect that these code blocks are

invoked by the CRIU restoration process. Using the dynamic initialization code discovery

mechanism described above, any similar corner cases can be avoided.
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Implementation

In this chapter, we discuss how DYNACUT was implemented.

DYNACUT builds upon CRIU [7] and DynamoRIO [10]. Checkpoint Restore in Userspace

(CRiU) is a project that provides the capability to checkpoint/restore in userspace and

forms the backbone of DYNACUT. CRIU provides DYNACUT the capability to stop a running

process and save its memory pages, registers, opened files and network connections to a set

of process images. This set of images are modified in the later stages of DYNACUT. It can also

be used to restore the process exactly as it was at the time of the freeze. CRIU is especially

useful for transforming stateful programs with live connections – which includes most web

servers and key-value stores, as it provides TCP_REPAIR support which can re-establish the

saved TCP connection.

Once the server starts, it can be checkpointed at a point where the user can assume that

the initialization phase is complete. Once the server starts accepting requests, it can safely

be assumed that the initialization phase of the server is complete and the server can be

checkpointed. At this point, DYNACUT can be used to remove initialization code –producing

a customized process image of the server without any initialization code (Section 4.2.2).

The checkpointing, customization, and restoration is a one-shot process that can be per-

formed by running a script provided by DYNACUT. If the end-user does not want the modified

process anymore, the vanilla images created when checkpointing the process can be used to

32
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restart the process in the state it was when the checkpointing was applied.

Subsequent parts of this Chapter describe how this was implemented. First, Section 5.1 de-

scribes the modifications made to CRiU to implement DYNACUT. Next, Section 5.2 describes

the modifications made to set of image files to add a signal handler into the process address

space. Section 5.3 describes how execution traces are generated and how the SIGTRAP signal

can be handled. Finally, Section 5.4 provides an overall picture of the implementation.

5.1 Modifications to CRIU

To implement DYNACUT, several changes were made to CRIU. For example, CRIU only

dumps the pages of the process that are marked anonymous to save bandwidth when trans-

mitting these image files for process migration. Pages that are marked ANONYMOUS are not

backed by a file. One of the uses of these kinds of pages is to use it as a shared memory

region. Pages that are marked PRIVATE are file-backed pages but any modifications to the

in-memory copy are not written back to the file. The code pages of a process are usually

marked FILE PRIVATE, which means that these pages are file backed in-memory copies and

any changes to the in-memory copy are not written back to the file. Code pages need not be

saved by CRiU because file-backed memory can be reconstructed by the page fault handler

when a restored process tries to access the virtual memory again. In DYNACUT’s imple-

mentation, we added an option in the criu/mem.c file to dump the private and executable

pages marked PROT_EXEC and FILE_PRIVATE. This was done because we add traps in the

executable section of the application – to customize these regions of memory, we need to

modify their in-memory copies.

Extensions were also made to the CRIU image tool (CRIT) to support process rewriting.

CRIT provides a user-friendly interface to examine the process images which are encoded
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in the protocol buffer format [17] – by providing APIs to decode these images to human-

readable JSON files. CRIT can also read the saved images and: print all VMA memory

regions of the application(x and mems), print all the dumped memory regions (x and rss)

and encode the JSON files back to the protobuf format (encode).

Extensive changes were made to the current capabilities of CRIT to provide user-friendly

APIs to customize the process – some of these APIs add support to: update memory contents,

add new regions, unmap existing VMAs and insert position-independent shared libraries into

the virtual address space. These features can be used by the end user to customize the code.

As mentioned in Section 4.2.2, these extended features support inserting the signal handler

into the process address space, configuring the images for removing initialization basic blocks,

removing initialization basic blocks, printing shared library information etc. Our extension

to CRIT also includes support to remove a single basic block/function if given its VMA base

address, its size, and its file offset.

We also add options to CRIT to configure the images for feature removal and removal of

initialization basic blocks. To configure the images for feature removal, DYNACUT creates a

removal.h file that contains the file offsets of the features to be removed and the relative

offsets of these locations in the code where the execution should jump, as described in Sec-

tion 4.2.2. For removing initialization basic blocks, the configure option creates a removal.h

file that contains the addresses of the locations where the trap is added and the data bytes

at each of these locations that are replaced with int3. The signal handler is compiled using

these .h files and the data in these .h files is loaded into a key-value pair list for run-time

reference (code listing 4.1).
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5.2 Adding Signal Handler into the Process Image

For both the functionalities of DYNACUT, a signal handler needs to be added into the process

address space that can handle SIGTRAP. Our extension to CRIT accomplishes this by modi-

fying the CRIU images and adding the signal handler which is compiled as a shared library,

into the process address space. DYNACUT decodes the vanilla images using existing CRIT

APIs, transforms the process images as required and encodes them back into the protobuf

format, again using the existing CRIT APIs. When decoded, all the CRiU images can be

referenced as a dictionary of lists in Python [11]. Any modifications to the images would

involve adding a new entry in the dictionary of lists. In particular, DYNACUT rewrites the

following images:

The core image file: This file contains saved process information including signal handlers

for the process, signal masks, register values at the point of freeze etc. DYNACUT modifies

the core.img file and adds the signal handler address, the restorer address and the signal

mask into the SIGTRAP sigaction entry in this file. For the signal restorer address, we add

the restorer code in the code pages of the signal handler library and add its address to the

sigaction entry. The restorer code is a 9 byte code that makes a rt_sigreturn syscall 1.

The signal handler address entered into the sigaction entry is calculated by adding the file

offset of the signal handling function with the VMA base address given by the user.

The pages and pagemap image files: The raw data contained in the pages of the process

address space are stored in the pages.img binary file. The pagemap.img file contains infor-

mation about the virtual memory regions populated with the raw data. Each of the entries in

the pagemap.img file contains the address of the VMA, the number of pages populated with

data and the VMA flags. The pagemap.img is used by CRiU to index the raw pages.img

1The rt_sigreturn syscall returns from the signal handler and cleans up the stack frame [25]
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content. To load a shared library into the target address space, new VMA entries need to

be created in the pagemap.img file and new memory pages containing the library code and

data need to be inserted in the pages.img file. We use an open-source library pyelftools [51]

to parse the shared library ELF. DYNACUT’s process rewriter parses the shared library ELF,

locates segments marked PT_LOAD, calculates the size of each of the PT_LOAD segments, and

obtains the offset at which each of these need to be loaded. The process rewriter also reads

the raw data from each of the PT_LOAD segments in the shared library ELF using pyelftools.

This data is then added into the CRIU pages.img file by creating new raw-data pages and

ordering them according to the pagemap.img file. Then, DYNACUT loads the ELF at any

user-specified 64-bit user-space address that is not already used by the process. Upon restore,

this new region of memory will contain the shared library code.

The mm image file: This file provides information about the virtual memory regions of the

application. The information includes the start address, end address, file offset, shared mem-

ory id, permission flags, and status flags of the VMA regions of the application. This file

differs from the pagemap image file in the manner that the pagemap image file only contains

details about pages that are populated with data; whereas the mm image file contains infor-

mation about all the VMA regions of the application. DYNACUT modifies the mm image file

and adds the VMA information (start address, end address, file offset and the corresponding

permissions) for the shared library added into the process address space.

DYNACUT also performs global data relocations and procedure linkage table (PLT) relocations

[29] with respect to the user-specified VMA address for the library to resolve the addresses of

symbols used by it. Global data relocations are performed by adding the VMA base address

of the library to the st_value field of the symbol. As illustrated in Figure 5.1, for PLT

relocations, DYNACUT first finds the external libc function symbol offsets from the libc

binary. Next, the runtime VMA base address of libc is added to these symbol offsets and
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call write ()
...

call write ()

...
call write ()

...

Write:
...

Strcmp:
...

Open:
...

.text PLT GOT libc

jmp [write]
push 0

jmp dlresolve

jmp [strcmp]
push 1

jmp dlresolve

jmp [open]
push 2

jmp dlresolve

symbol_address

symbol_address = 
hash_section.get_symbol(symbol.name).entry['st_value'] 
+ library_vma_base_address

Figure 5.1: Illustration of resolving libc symbol addresses

then, these addresses are written to the global offsets table (GOT) [29] of the signal handler

library. It is to be noted that these relocations only need to be performed for the global data

and libc functions used by the signal handler in the shared library.

5.3 Trace collection and SIGTRAP handling

To generate the traces used by DYNACUT, the user should pre-run all the test cases required

for the normal execution of the application with the DynamoRIO drcov client. drcov then

records all the executed basic blocks and their addresses. DYNACUT also requires the end-

user to generate as many use cases as possible for both wanted and unwanted features and

generate traces for both of them. Existing fuzzing techniques can also be used to achieve

higher code coverage and ensure that all the required basic blocks for a particular use case

have been executed. [60]. We also developed a custom DynamoRIO tool to print the

execution trace (basic blocks) with timestamps. The traces generated using this tool can be

used for identifying the initialization code and by extension, the transition point between
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the initialization and the serving phase.

After all the feature-related and initialization code blocks have been identified, DYNACUT

writes the file offsets for each of the identified basic blocks into a configuration file (i.e.,

removal.h in code listing 4.1). End-users need to compile the fault handler using this file

and the fault handler skeleton code. The contents of the removal.h file are added as a

global array in the shared library ELF when the signal handler is compiled. This generates a

shared library for the DYNACUT process rewriter to load. End-users can also specify a policy

for the cases in which the undesired code blocks are accessed. Server applications typically

have an event-loop that dispatches the request to the corresponding handler, and usually

there is a code that is executed to send a negative response to a request. By identifying

such a location manually, the end-user can redirect the blocked code accesses to the handler

that sends a negative response. For example, we redirected the control flow to the wrong

request handler that sends a 403 forbidden response for the Lighttpd web server. In the

case of NGINX, we redirected control to a location that sends a 405 not allowed when a

unwanted request is received. These locations can be customized by the end user and can

vary for different applications.

Vanilla 
Proc

cc 0f1e fa55 
4889 
e553 4881 
ec28
...

Modified 
CRiU 

images

Restore

drcov 
traces

DynaCut/
CRiU App

SIGTRAP 
handler

locations

Init basic 
block info

Figure 5.2: Illustration of configure init step of DYNACUT.
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locations

CriU 
image files

DynaCut

Modified 
CRiU 

images

Restore

App

Init 
basic 
block 
info

cc cccc cccc 
cccc
cccc cccc 
cccc
...

Figure 5.3: Illustration of remove init step of DYNACUT.

5.4 Putting them together

This section summarizes the steps that the end-user needs to take to customize the process.

DYNACUT’s removal of initialization basic blocks capability is summarized in Figures 5.2 and

5.3. In figure 5.2, DYNACUT uses the drcov traces to modify the CRiU images by adding a

trap in the first byte of all the identified initialization basic blocks. This modified process is

then restored to find all locations of code being used after CRiU restore.

The second step is illustrated in Figure 5.3. DYNACUT uses the locations file, and a list of

all the initialization basic blocks to permanently remove the initialization basic blocks. This

modified process can then be restored with the initialization basic blocks removed. Most of

these steps can be automated using scripts from DYNACUT. DYNACUT can also re-enable the

removed features. All the end-user needs to do is save the removed code blocks (and their

addresses) to external storage. The process snapshot enables DYNACUT to support multi-

process applications and multi-threaded applications without having to deal with the race

conditions. To avoid the cost of saving the process image to a hard disk, we save the process

images into an in-memory filesystem – tmpfs [42].
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Security Evaluation

In this chapter, we discuss the security benefits that DYNACUT can provide to server appli-

cations from code-reuse attacks.

Section 6.1 discusses how DYNACUT reduces the attack surface of the application. Section 6.2

discusses a variation of the ROP attack that makes NGINX vulnerable and we also discuss

how DYNACUT can be used to thwart it.

6.1 Reducing the Viability of Code Reuse Attacks

In this section, we discuss how DYNACUT can reduce the viability of code-reuse attacks

like ROP attacks. DYNACUT can remove unused basic blocks at runtime – by identifying a

transition point between the serving and the initialization phase. This results in the reduction

of the code in the application that can be used for code-reuse attacks. By disabling basic

blocks that are no longer needed by the application, we reduce the viability of code-reuse

attacks.

DYNACUT can also remove PLT entries of the application. Since DYNACUT can remove most

initialization code in a checkpointed application, we also evaluated whether it can remove

PLT entries in the application. DYNACUT can disable up to 43 out of 56 executed PLT

entries in NGINX – which are no longer needed after the initialization phase of NGINX is

40
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executed. If the transition point ngx_worker_process_cycle, is used for NGINX, it also

disables the fork basic block as the worker process has already been created. Even the PLT

entry to fork was disabled – thwarting any attacks that could use the fork libc call.

A similar evaluation was carried out for Lighttpd and we removed about 33 of the 57 executed

PLT entries. Some of the PLT entries that were disabled in Lighttpd are the PLT entries

for strcmp, dlopen and socket.

The disabling of PLT entries sets DYNACUT apart from other works in this direction. While

other works can remove unused basic blocks and by extension, unused PLT entries, DYNACUT

can remove executed PLT entries that have been used only in the initialization phase of the

application.

6.2 Blind ROP (BROP) and NGINX

Blind ROP (BROP) is a variation of the ROP attack that remotely locates ROP gadgets in

an application [50]. It is an attack that can be used to even hack binaries that are not in

possession of the attacker. The two requirements for a BROP attack are a stack vulnerability

and a server application that restarts worker processes after a crash – like NGINX. NGINX

presents a stack-based buffer overflow vulnerability (CVE-2013-2028). This CVE allowed

remote attackers to either cause a Denial-of-Service (DoS) by crashing the server or execute

arbitrary code using a chunked Transfer-Encoding request with a large chunk size, triggering

an integer signedness error and a stack-based buffer overflow [54] [6]. Thus satisfying both

the requirements to mount the attack.

To mount a BROP attack, the attacker first needs to find gadgets to perform a write syscall

– after which the attacker can transfer the binary via the network and find even more gadgets
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to mount other ROP attacks. The BROP attack uses the write PLT entry and a entry for

a libc function that uses the rdx register to set the length of the write. The authors of

the BROP attack use strcmp() as the function that uses the rdx register. In summary, to

mount a BROP like attack, the application binary needs to be scanned for gadgets and also

the required PLT entries need to be available.

DYNACUT thwarts such attacks in two ways – 1. It removes about 56% of the executed

basic blocks in NGINX, reducing the amount of code available for code-reuse attacks and

hence making it difficult to find ROP gadgets to mount an attack. Second, since NGINX

also disables about 76% of the executed PLT entries for NGINX, it becomes difficult for the

attacker to find PLT entries to mount the attack.

If the attacker circumvents both these defenses, DYNACUT makes it difficult to mount a

BROP attack on NGINX by disabling the fork() basic block. The first attempt to crash a

worker process will result in the server crashing, thus preventing its exploitation.

6.3 Number and Size of Basic Blocks Removed

As one of the use cases of DYNACUT is to reduce the code available for code-reuse attacks

in the application by removing unused basic blocks, we measure the number of basic blocks

removed by DYNACUT and the amount of code removed by DYNACUT in this section.

6.3.1 Number of Basic Blocks Removed

We compare the number of executed basic blocks removed by DYNACUT for each of the

test applications in this section. Figure 6.1 illustrates the basic blocks removed with three

different metrics – 1. The number of basic blocks executed for a given user input, 2. The
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Figure 6.1: Comparison of Basic blocks removed by DYNACUT

number of initialization basic blocks identified and 3. The number of basic blocks finally

removed. The number of initialization basic blocks identified differs from the number of

initialization basic blocks removed because some basic blocks may be present in the whitelist

created in the configuration step of initialization basic blocks removal or they could be

overlapping basic blocks – in which case we do not remove any of the two overlapping basic

blocks.

As illustrated in the graph, for NGINX, DYNACUT removes upto 56% of the executed basic

blocks and about 46% of the executed basic blocks for Lighttpd. In the case of the intspeed

benchmarks, we remove the highest percentage of the basic blocks for perlbench – with

about 41.4% of the executed basic blocks removed.
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Figure 6.2: Number of bytes removed vs .text size of the application

6.3.2 Number of Bytes Removed

Apart from the number of basic blocks removed, we also measured the amount of code

removed by DYNACUT relative to the .text section of the application. This is necessary

because while the number of basic blocks removed measures the basic blocks removed w.r.t.

the number of executed basic blocks, measuring the amount of code removed gives us a

measure of how much code is actually removed by DYNACUT.

As illustrated in Figure 6.2, for NGINX, we remove about 11% of the .text section of the

application and for Lighttpd, we remove about 9% of the .text section of the application.
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Performance Evaluation

In this chapter we describe the evaluation of DYNACUT. Particularly, we answer the following

three questions:

• What is the performance overhead DYNACUT incurs to modify images for the feature

removal customization?

• What is the performance overhead DYNACUT incurs to modify images for the initial-

ization functions removal customization?

• How effective is DYNACUT in removing initialization basic blocks – more specifically,

what is the number of basic blocks removed and their size in the .text section of the

application?

This chapter is organized as follows: Section 7.1 describes the experimental setup we used to

evaluate DYNACUT. Section 7.2 describes the overhead incurred by DYNACUT to modify the

images for different features of DYNACUT. Section 7.3 provides a Summary of our evaluation.

7.1 Experimental Setup

All of our evaluation was performed on a 64-bit system with an Intel i5-10210U CPU clocked

at 1.60GHz and 16GB of RAM. The system runs Ubuntu 20.04 with the Linux kernel version

45
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at 5.8.0. We evaluated DYNACUT with two server applications, an in-memory key-value

store (Redis), and 7 out of 10 SPEC2017 intspeed benchmarks. The server applications

we use are Lighttpd and NGINX. Lighttpd is a lightweight web server, has an event-driven

architecture, and is a single process application. NGINX is a high-performance web server

whose architecture allows for a single master process and multiple worker processes. For the

evaluation of DYNACUT, we configure NGINX to use a master process and a single worker

process. The SPEC2017 intspeed suite of benchmarks was chosen to evaluate DYNACUT with

CPU/Memory-intensive applications and C++ applications. Redis was used for the evaluation

of the feature-removal capability of DYNACUT.

To evaluate DYNACUT on web server applications, we set up the WebDAV (Web Distributed

Authoring and Versioning) extension for both the server applications. We sent the GET,

PUT and DELETE requests to the server applications using curl commands. The GET request

is used to retrieve resource representation/information from the server, the PUT request is

used to update an existing resource and the DELETE request, as the name suggests, is used to

delete a resource [49]. We considered the PUT and DELETE commands as ”undesirable” for the

feature blocking capability of DYNACUT for the server applications. For Redis, we considered

the set command as undesirable. Since the SPEC 2017 suite of benchmarks does not have a

command-line interface to ”features”, we evaluated them only for the initialization functions

removal capability of DYNACUT.

DYNACUT relies on the end-user to generate the execution traces for both feature blocking

and initialization functions removal. Therefore, the user should execute all the test cases for

the desired functionality when generating the traces. For our evaluation, we executed the

server application with GET, PUT and DELETE requests and also executed 100,000 requests

with apachebench [2]. This was done to ensure that the traces generated covered the basic

functionality of these applications completely. For Redis, we used redis-benchmark to
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send 1000 set and get requests to generate the traces. For the SPEC intspeed suite of

benchmarks, the traces were generated by executing the benchmarks until completion. All

the traces were generated using the drcov tool of DynamoRIO.

7.2 Overhead Analysis

The overhead analysis of DYNACUT involves measuring the time DYNACUT takes to modify

images according to the user specification. We evaluated DYNACUT for two types of overheads:

1. The overhead to modify images for the feature removal customization and 2. The overhead

incurred to modify the images for the removal of initialization functions customization.

7.2.1 Overhead for Feature Removal Customization
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Figure 7.1: Overhead of modifying images for feature removal

For the feature removal optimization, as described in Section 4.2, we identify the basic block

for a particular feature and then insert a trap to disable it. This section discusses the
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overhead incurred to modify the images to insert the trap in the executable and add the

signal handler into the process address space. We perform this evaluation for the server

applications – Lighttpd and NGINX and the in-memory key-value store Redis.

As shown in Figure 7.1, the overhead incurred for Lighttpd is about 0.4 seconds with a

standard deviation of 0.012 seconds and for NGINX, it is about 0.45 seconds with a standard

deviation of 0.028 seconds. For Redis, the overhead incurred for the same customization is

about 0.465 seconds with a standard deviation of 0.004 seconds. The size of the .text

section of these applications is also shown in the graph. The overhead also includes the time

taken to compile the removal.h file created by DYNACUT with the signal handler and also

the time taken by CRiU to dump these applications.

7.2.2 Overhead of Removal of Initialization Basic Blocks Cus-

tomization

The Feature-removal customization has two parts: 1. We configure the initialization func-

tions removal, which gives us the final list of initialization basic blocks to be removed, and

2. The actual removal of the identified basic blocks. We discuss both of these overheads in

the subsequent subsections.

Overhead of Configuring the Images for Removal of Initialization Basic Blocks

The first part of initialization code removal involves adding a signal handler into the process

address space and adding traps into the first byte of all identified basic blocks. Figure

7.2 shows the time taken by DYNACUT to modify the images for 8 different applications.

The size of the .text section of the application is also included in the plots. As shown in

the plot – the time taken to modify the images for Lighttpd and NGINX is 0.747 seconds
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Figure 7.2: Overhead to configure images for init removal

and 1.22 seconds respectively. The evaluation of the SPEC suite of benchmarks differed

slightly from the evaluation of the server applications. Since the applications in the SPEC

suite of benchmarks do not have a initialization point, we chose an arbitrary initialization

point for these applications. The 605.mcf_s and 641.leela_s SPEC applications were small

when compared to other SPEC applications – leading to low overhead. The overhead to

modify the images depends on various different factors – the initialization point chosen, the

length of the drcov trace of the applications, and the size of the CRiU dumped images.

This is illustrated in the plots of 600.perlbench_s and 623.xalancbmk_s. Even though

both the applications have a similar .text section size and a similar CRiU dump folder size

(184MB vs 191MB), the time taken to modify 600.perlbench_s is about 9 seconds more

than the time taken to modify 623.xalancbmk_s. This is because, we chose an initialization

point that is much deeper for 600.perlbench_s than for 623.xalancbmk_s, causing the

extra overhead. Choosing an initialization point at a similar depth for both the applications

reduces the time taken for 600.perlbench_s to 16.7 seconds. This brings to light the fact
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that the end-user can choose a low initialization point to reduce the overhead incurred,

but would have to make sure that all the targeted initialization basic blocks are removed.

The 631.deepsjeng_s benchmark was not evaluated for the overheads of initialization basic

blocks removal because the all the image dumps were modified on a tempfs folder and the

CRiU image dump of 631.deepsjeng_s is about 6GB. When DYNACUT was run on this

image, it resulted in out of memory error on our system.

The standard deviation of each of these measurements are as follows: 1. Lighttpd – 0.0268

seconds, 2. Nginx – 0.020 seconds, 3. 600.perlbench_s – 1.02 seconds, 4. 605.mcf_s –

0.0087 seconds, 5. 620.omnetpp_s – 0.003 seconds, 6. 623.xalancbmk_s – 0.022 seconds,

7. 625.x264_s – 0.05 seconds, 8. 641.leela_s – 0.0188 seconds.

Overhead of Removing Initialization Basic Blocks

Once the final list of initialization basic blocks is identified, DYNACUT modifies the CRiU

images by replacing the basic blocks with int3 instructions. We describe the overhead

incurred by DYNACUT to remove the initialization basic blocks in this section.

As shown in Figure 7.3, the overhead to remove the basic blocks for Lighttpd and NGINX is

about 0.89 seconds and 3.6183 seconds respectively. The overhead incurred in this case would

depend on the number of basic blocks that need to be removed, which implies that it would

indirectly depend on the initialization point chosen. For 600.perlbench_s, we identified

about 10808 basic that can be removed and for 623.xalancbmk_s, we identified about 6497

basic blocks that can be removed. The overhead incurred is directly proportional to the num-

ber of basic blocks that have been identified, as is evident in the graphs of 600.perlbench_s

and 623.xalancbmk_s. DYNACUT takes about 4 seconds more for perlbench than xalancbmk

to remove the initialization basic blocks – which can be attributed to the larger number of
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Figure 7.3: Overhead to remove initialization basic blocks

basic blocks identified in the case of perlbench.

Again, 631.deepsjeng_s was not evaluated on this parameter due to the out of memory

error.

The standard deviation of each of these measurements are as follows: 1. Lighttpd – 0.0065

seconds, 2. Nginx – 0.112 seconds, 3. 600.perlbench_s – 1.559 seconds, 4. 605.mcf_s –

0.00839 seconds, 5. 620.omnetpp_s – 0.0155 seconds, 6. 623.xalancbmk_s – 0.370 seconds,

7. 625.x264_s – 0.0387 seconds, 8. 641.leela_s – 0.00152 seconds.

Total Overhead

The total overhead to modify the images for removing initialization basic blocks is described

in this section.

As illustrated in figure 7.4, the total overhead to modify Lighttpd is about 1.63 seconds and

the overhead incurred to modify NGINX is about 4.83 seconds. DYNACUT incurs the highest
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overhead for the 600.perlbench_s images, which take about 39 seconds to modify.
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Figure 7.4: Total overhead to remove initialization basic blocks

7.3 Evaluation Summary

In summary, DYNACUT can provide a low-overhead method to dynamically reduce the code

available to mount code-reuse attacks for an application. Other attack surface reduction

methods – [37], [16] provide effective methods but incur a relatively high overhead when

compared to DYNACUT. DYNACUT can be used orthogonally with these methods to provide

a robust and practical framework to reduce the vulnerabilities of an application.



Chapter 8

Conclusions, Limitations and Future

Work

8.1 Conclusion

Existing Debloating and Software Customization Techniques provide frameworks to remove

unused code from an application but do not support removing code dynamically or at ap-

plication runtime.

We present DYNACUT– A framework to dynamically customize a process. DYNACUT uses

execution traces of the application to identify the unused code in the application. At the

application runtime, DYNACUT uses a process-rewriting method to customize the process – by

adding fault handlers, traps, and removing initialization code. We presented the Design and

Implementation of a prototype of DYNACUT and evaluated it using 9 real-world applications.

The evaluation shows that DYNACUT can remove up to 56% of the executed code the case

of server applications and up to 10% of the application code size is removed with minimal

overhead.

DYNACUT is a novel approach to edit a process Dynamically with minimal overhead. We

presented a prototype of an application that can adapt a process to changing usage contexts

with a tolerable overhead.
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DYNACUT can also provide security benefits to the application by removing unused code –

reducing the viability of code-reuse attacks. Apart from removing unused code, DYNACUT

allows the end-user to customize the features of the application based on the usage context.

Vulnerable features can be blocked and then if the need arises, they can be re-enabled.

8.2 Limitations

DYNACUT uses code traces generated using the user-defined test cases and identifies the

unused code. But, it does not go beyond these traces to identify code that is wanted by the

test case but is not identified in the traces. For this, a heuristics-based approach like Razor

[37] can be used to identify the basic blocks used for application initialization accurately.

DYNACUT currently targets removing code in the application binary only. We did not consider

removing unwanted code in the in-memory copy of libc for our prototype. Removing

unwanted and initialization code in libc could reduce the attack surface of the application

even further.

Our modifications to CRiU increases the CRiU dump size. This is because we dump all the

code pages of the application and not only those that we modify. For some applications, the

dump folder size was up to 6GB, making the CRiU dump unmanageable.

8.3 Future Work

The Future work that can be carried out to improve the current capabilities of DYNACUT

is highlighted in this section. We also discuss how DYNACUT can be used to augment the

capabilities of existing debloating and code customization frameworks.
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One work can be to optimize the set of CRiU dump images to reduce its size by including

only the code pages that need to be modified for the customization in the dump.

Customizing Libc and retaining only the functions in Libc that are required after the ini-

tialization phase of the application can be another direction in which the current prototype

can be improved.

Our work can be combined with several existing debloating and customization techniques

to provide a robust framework to reduce the attack surface of an application. For example,

DYNACUT can be combined with existing Dynamic Software Update techniques to patch

vulnerable code or also with existing debloating techniques to remove code used at runtime

on top of removing the unused code blocks.

A robust security evaluation of DYNACUT can also be carried out. Binaries customized using

DYNACUT can be attacked and evaluations detailing the viability of these attacks can be

performed.
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