Completely Distributed Particle Filters for Target Tracking in Sensor Networks

Bo Jiang, Binoy Ravindran
Department of Electrical and Computer Engineering
Virginia Tech, Blacksburg, VA 24061
Email: {bjiang,binoy} @vt.edu

Abstract—Particle filters (or PFs) are widely used for the
tracking problem in dynamic systems. Despite their remark-
able tracking performance and flexibility, PFs require in-
tensive computation and communication, which are strictly
constrained in wireless sensor networks (or WSNs). Thus,
distributed particle filters (or DPFs) have been studied to
distribute the computational workload onto multiple nodes
while minimizing the communication among them. However,
weight normalization and resampling in generic PFs cause
significant challenges in the distributed implementation. Few
existing efforts on DPF could be implemented in a completely
distributed manner. In this paper, we design a completely
distributed particle filter (or CDPF) for target tracking in
sensor networks, and further improve it with neighborhood
estimation toward minimizing the communication cost. First,
we describe the particle maintenance and propagation mech-
anism, by which particles are maintained on different sensor
nodes and propagated along the target trajectory. Then, we
design the CDPF algorithm by adjusting the order of PFs’
four steps and leveraging the data aggregation during particle
propagation. Finally, we develop a neighborhood estimation
method to replace the measurement broadcasting and the
calculation of likelihood functions. With this approximate
estimation, the communication cost of DPFs can be minimized.
Our experimental evaluations show that although CDPF incurs
about 50% more estimation error than semi-distributed particle
filter (or SDPF), its communication cost is lower than that of
SDPF by as much as 90%.
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I. INTRODUCTION

Wireless sensor networks, which consist of a large number
of multi-functional and low cost sensor nodes, have been
extensively studied for collecting data from a geographical
region of interest. A typical characteristic of WSNs is that
their resources—including the power supply, computing and
communication capabilities of sensor nodes—are strictly
constrained [1]. Thus, resource constraints have to be con-
sidered carefully in the design of algorithms/protocols for
WSNE.

Among the diverse application domains of WSNss, target
tracking is one of the most fundamental types of application,
which studies the dynamic state estimation problem by
modeling the state space as a stochastic process that evolves
over time [2].

For dynamic state estimation such as tracking problems,

particle filters are one of the most widely used Bayesian es-
timation methods that approximate the optimal solution [3].
Particle filters are sequential Monte Carlo methods that esti-
mate nonlinear and/or non-Gaussian dynamic processes. The
posterior probability density function (or pdf) of Bayesian
estimation is represented with discrete samples (or particles)
with associated weights. Then in each iteration, PFs draw
particles from a proposal distribution (or importance den-
sity), assign them with corresponding weights, normalize the
weights, possibly resample, and finally make the estimation
based on these weighted particles.

Despite their attractive tracking performance and flexibil-
ity [4], the application of PFs in WSNs is challenging due
to the limited resources of WSNs. This challenge is mainly
introduced by the centralized computation manner of generic
PFs: weight normalization and resampling require collection
of data from multiple nodes to a single computational center
(either a cluster head [5], [6] or a global transceiver/sink
node [7], [8]). Specifically, centralized particle filters (or
CPFs) introduce the following problems: 1) collecting data
consumes significant energy; 2) convergecast communica-
tion introduces a long delay, as the computational center has
to receive messages in a sequential order; and 3) centralized
implementation is vulnerable as a single point of failure [9].

Distributed particle filters [10] were studied as a response
to these problems, in particular, to offload the computation
from the central unit as well as to reduce convergecast
communication [11]. However, few existing efforts on DPF
were implemented in a completely distributed manner [7],
because the aggregation of weights is inevitable. For effi-
ciently transmitting the particle data to the computational
center, there exist several DPF efforts that focus on reducing
the communication cost by compressing messages, such as
Gaussian mixture approximation [5], non-parametric particle
compression based on support vector machine [9], and adap-
tive encoding [10], [12]. But like CPFs, these DPF efforts all
share a common problem: the number of messages remain
unchanged. Usually, compressing the number of messages
is more efficient for saving energy than compressing the
data contained in each message, especially in duty-cycled
WSNs where nodes need to wake up from the sleep state for
transmitting data [13], irrespective of how much data they
need to transmit. Therefore, only when PFs are implemented
in a completely distributed manner, the communication cost



can be minimized and the energy efficiency of WSNs can
be enhanced significantly.

Toward this, we need to develop a method to aggregate
the particle weights without any extra communication other
than necessary particle propagation and/or those needed for
sharing of measurements. This may be achieved by maintain-
ing particles on different nodes and propagating it along the
target trajectory. Based on the overhearing effect [14], nodes
may receive all the propagated particles, thereby obtaining
the aggregation as a side product of particle propagation.

Another important feature of WSNs that we may use for
this purpose is that the local status in a WSN is relatively
stable in the short term. The local status may include, but is
not limited to, node positions, the topology, and the detection
capability of neighbor nodes. Based on this stable local
status, it is possible for a node to estimate the working status
of its neighbor nodes thus the contributions they may make
toward target estimation. We fully leverage this feature to
approximate the contributions of neighbor nodes and further
reduce the communication cost.

In this paper, we design a completely distributed particle
filter for target tracking in WSNs, called CDPF, so as
to minimize the communication cost. First, we develop
a mechanism for maintaining particles on sensor nodes
and propagating them along the target trajectory. Then we
design CDPF by adjusting the order of PFs’ four steps and
leveraging the data aggregation during particle propagation.
Finally, we introduce a neighborhood estimation method so
that each node may replace the likelihood functions with
approximate, estimated contributions of its neighbors, and
eliminate the communication cost of measurement broad-
casting. We compared CDPF with CPF and SDPF, the
latter of which is a state-of-the-art effort that considers the
distributed implementation of PFs from the perspective of
network architecture and protocol of WSNs. Our experi-
mental simulation studies show that, compared with SDPF,
CDPF reduces the communication cost by 90%, with about
50% of the tracking error increment as the cost. Like most
existing literature on Bayesian estimation and particle filters,
we study the tracking problem in a possibly continuous
dynamic system using the discrete-time approach [3].

The primary contribution of this paper is that, we provide
a completely distributed implementation of generic PFs,
which minimizes the communication cost. This makes it
possible to fully leverage the advantages of PFs for WSNs.
To the best of our knowledge, this is the first ever imple-
mentation of a completely distributed PF, without any special
efforts for the centralization-demanding operations, such as
weight aggregation.

The rest of the paper is organized as follows. In Section II,
we introduce the motivations and describe our models.
We discuss the mechanism of particle maintenance and
propagation in Section III. In Section IV, we present the
CDPF algorithm. Then in Section V, we introduce the

neighborhood estimation method and its effect on reducing
the communication cost. We report our experimental evalu-
ation results in Section VI. Related work is summarized in
Section VII, and we conclude the paper in Section VIII.

II. PRELIMINARIES

In this section, we start from reviewing generic particle
filters and the algorithm of its centralized implementation.
Then we introduce our motivations based on the analysis
of the communication overhead and finally describe our
models.

A. Generic Particle Filter—Centralized Implementation

The tracking problem is usually formulated as a dynamic
system in the state space {xy, k& € N}, where k is the
index of discrete time. This dynamic system includes a
state transition model and a measurement (or observation')
model [3]:

xp, = fi.(Xp—1, V1)

z, = hy(xg, ng)

(D

where f;, and hjy are possibly nonlinear functions,
{vk—1, k € N} and {ny, k € N} are ii.d. process noise and
measurement noise sequences respectively, and {z;, k € N}
is a sequence of observations at time k.

Assuming that states {x;, k& € N} follow a first order
Markov process and observations depend only on the states,
the posterior probability density p(xx|z1.x) (i-e., the degree-
of-belief in the state x) can be recursively estimated in two
steps—prediction and update:

P(Xk|Z1:6-1) :/p(Xk\qu)P(qu\Z1zk71)dxk71 )

p(z1]xp)p(Xk|Z1:1-1)
p(zk \Z1:k—1)

p(Xk|Z1:1) = 3)

For this tracking problem, particle filters are one of
the approximate approaches when the analytic solution is
intractable. Particle filters represent the posterior pdf with
a number of particles with associated weights, and make
estimations based on these weighted particles. A generic
particle filter, i.e. sequential importance sampling (SIS)
algorithm, runs in an iterative manner. After the initialization
step that draws N particles for the first time ¢ = 0, each
iteration consists of the following four steps [9]:

1) Prediction—draw N particles for time k from an
importance density q(xx|x}_1,2zk);

2) Update—assign and normalize a weight wi for each
particle;

3) Resampling (optional)—eliminate particles with low
importance weights and multiply those with high importance
weights so as to reduce the degeneracy effect;

IThe terms “measurement” and “observation” will be used alternatively
whenever there is no ambiguity.



4) Estimation—calculate the estimation X based on the
weighted particles.

Here N; € N is the number of particles, ¢ = 1,..., N,
is the index of particles, w! is the weight of particle x} at
time k, and X}, is the estimated xj,.

Sampling importance resampling (or SIR) filters are de-
rived from generic particle filters by choosing the prior den-
sity p(xg|xi_,) as the importance density q(xy|x}_;,2x),
and resampling in every iteration [3].

B. Motivations

As discussed in Section I, few existing efforts on DPF
were implemented in a completely distributed manner, be-
cause the weights of particles need to be transmitted to
and aggregated somewhere. Next we discuss the potential
improvements on reducing the communication cost if we
implement a completely distributed particle filter.

It was shown in [10] that the communication workload of
centralized particle filters at each iteration is Zfil D,.H;,
where N is the number of sensor nodes with measurements,
D,, is the data amount of a measurement message and H; is
the number of hops that D,,, data needs to be propagated to
the computational center. Then, we have the communication
complexity of CPFs as O(ND,,Hpaz), wWhere Hppow =
max;<nN H i

Coates elaborated the achievable compression on the dis-
seminated raw data of particles, i.e., compressing D,,, either
by training parametric models or with adaptive encoding
in [10]. Like the communication cost of CPFs, the achievable
communication cost of DPF is O(NPH,,,.), where P is
the data amount of each compressed measurement message.
This result only provides a possibility of reducing the total
data amount of communication if P < D. In fact, the
number of communication messages is equal to or even
higher than that of CPFs (due to the backward parameter
exchange). Thus the efficiency of DPF completely depends
on the compression efficiency on the raw data.

In [7], Coates and Ing developed a semi-distributed par-
ticle filter, named SDPF, in which particles are maintained
on different sensor nodes and weight aggregation is com-
pleted on a global transceiver. The communication of SDPF
consists of three parts: particle propagation, measurement
sharing and weight aggregation/dissemination. First, the par-
ticles maintained on different sensor nodes are propagated
in the predicted direction of the target at each iteration.
As each sensor node that maintains particles needs to
broadcast a message containing both particles and their
weights to its neighbors within one hop, the communication
cost is YN Ny(D, + Du) = (Dp + Dy) XN Ny =
Ny;(D, + D). Here N,, is the number of sensor nodes
that are maintaining a subset of particles, N; (N; > 1) is
the number of particles maintained on sensor node i, thus
Zf\[:”l N; = N;. Moreover, we denote the data amount for
each particle D,, (the subscript p represents “particle”), and

Table I
ANALYZED COMMUNICATION COSTS OF VARIOUS PFs

Particle filter methods ‘ Communication costs

CPF NDHpmaz

DPF NPHpaz

SDPF Ny(Dp + Do + 2Dy)
CDPF Ni(Dp + Do + D)

the data amount of a particle’s weight D,, (the subscript w
represents “weight”). Secondly, the measurements of neigh-
bor nodes are shared locally among N,, nodes. Then the
communication cost will be Zfi"l D,, =N, D,, 4 N,D,,,
where we mean “bounded by” with . Thirdly, at each
iteration, each sensor node that maintains particles needs to
transmit the weights of particles on it to a global transceiver,
which is assumed to be one hop away from every node in
the network. After a three-way query-response handshaking,
the transceiver sends the calculated total weight back to
active nodes. The communication cost during the whole
aggregation process is Zf\[:”l N;D, +2 = N,D, + 2,
where 2 comes from the two broadcast messages from
the transceiver. Therefore, the total communication cost of
SDPF is Ny(Dp+ Dy + Dy + Dy,) +2 = Ng(Dp + Dy +
2Dy,).

Unlike DPFs and SDPF, a completely distributed particle
filter does not have to collect the particle weights for
the aggregation. Based on the calculation for SDPF, the
communication cost of such a PF like CDPF that we present
in this paper will approximately be Ns(D, + Dy, + Dy,).

We compare the analyzed communication costs of four
PFs in Table I. Obviously, SDPF and CDPF may signifi-
cantly reduce the communication cost of CPFs and DPFs
by constraining the communication within one hop. Except
for this, CDPF eliminates the communication for weight
aggregation completely, thereby achieves the minimal com-
munication cost.

C. Models

1) Network Model: We consider a sensor network with
a two-dimensional plane, where sensor nodes are randomly
deployed and their static positions are known a priori via
GPS [15] or using algorithmic strategies such as [16].

2) Sensor Model: For the communication, we adopt the
protocol model introduced in [17], where both transmission
and interference depend only on the Euclidean distance be-
tween nodes. Among the typical detection models (including
instant detection, sampling detection, energy detection [18],
and probabilistic detection [19]), we consider the instant
detection model, i.e., a sensor node detects a target when
the target’s trajectory intersects the node’s sensing area. In
addition, we assume that the sensing radius of nodes (in
which nodes can detect an event) is no greater than half of
the communication radius (in which nodes can communicate



with each other). This is a reasonable assumption, as the
radio of a node is usually much more powerful than its
sensing devices. For example, the radio range of MICA2
is up to 150 m [20], which is very difficult to reach for
most sensing devices.

3) Dynamic System Model: For the algorithm discussion,
we do not make any specific assumptions for the dynamic
system. The model used in the simulation will be introduced
in Section VI

III. PARTICLE MAINTENANCE AND PROPAGATION

For the sake of clarify, we first explicitly interpret the
term “distributed” in DPFs. In the existing literature, it was
defined in several different ways. For example in [10], “dis-
tributed” means that the aggregation of particles and their
weights is completed in a distributed manner on different
sensor nodes. Other operations, such as the calculation of
factorized likelihood functions, the training of parametric
models and measurement quantization, all serve for this
purpose. Unlike [10], the term “distributed” in [7] was
interpreted as meaning that disjoint subsets of particles are
maintained on different sensor nodes.

We define “distributed” in CDPF following the interpre-
tation of [7], i.e., particles on nodes. Its advantages include:
1) the computational workload may be distributed onto
different sensor nodes; 2) particles are easy to manage and
propagate; and 3) particles can be combined or divided based
on node positions.

Next, we introduce the maintenance and propagation
mechanism of particles.

A. Particle Maintenance

Like [7], we constrain particles to locate on sensor nodes
only, thus each particle will automatically have the position
of its “host” node that maintains it. This may increase
the estimation error of PFs. But if nodes are deployed
densely enough or an error bounded by the sensing radius
is tolerable, the error increment will be less important.

We do not distinguish the different particles on the same
node. Hence multiple particles on a single node may be
combined to one particle, with the total weights of original
particles as its weight. On the contrary, a single particle may
also be divided into multiple ones during the propagation,
which will be detailed in Section III-B. Though the number
of particles Ny, may vary when being combined and divided,
this variable N, is controllable. This is because that N,
corresponds to the number of sensor nodes that maintain
particles and participate into filtering, while these nodes are
always around the target trajectory thus will be bounded
when given a certain deployment density.

B. Particle Propagation

At the initialization step, each node that first detects an
intruding target is given a particle with a certain weight.

Tteration (k+1)

Iteration k

Figure 1. Particle propagation

This particle weight may be configured as a constant,
or adaptively determined according to the received signal
strength. In the following tracking process, these particles
will be propagated along with the moving target.

Figure 1 shows the propagation of particles at iteration k.
In the figure, small circles represent sensor nodes, squares
mean the target positions, and dotted lines and circles signify
the prediction and the direction of particle propagation.
For the discussion convenience, we call the dotted circles
“predicted areas”. The other symbols in the figure will be
introduced in Sections IV and V, where they are discussed.

Nodes always propagate particles towards the predicted
target position, so that the particles in the current iteration
can be reused in the next iteration, with their weights
updated. A dynamic clustering mechanism as in [21] may be
used for this purpose: a node broadcasts the particles on it to
all of its neighbors, but only those that are highly likely to
detect the target record the particles (i.e., nodes in predicted
areas). We leverage the linear probability model in [21] to
decide which neighbors should record the particles. If there
are more than one node in the predicted area, a single particle
will be divided into multiple ones, so will its weight. The
weight is divided based on the following rule: 1) the total
weight of divided particles is equal to the original particle’s
weight; and 2) the ratio of any pair of divided particles’
weights is equal to the ratio of their host nodes’ probabilities
in the linear probability model.

Particle propagation from multiple source nodes may also
overlap on neighbor nodes, e.g., nodes in the intersection of
two predicted areas in Figure 1. In this case, particles from
different source nodes will be combined into one on the
receiving node.

It is possible that some nodes receive and record particles,
but they are not able to detect the target at the next iteration,
e.g., the blank node in Figure 1. Then, the weight update of
particles on it will depend on the likelihood function. If the
likelihood function shows zero or almost zero density, this
node may drop the particle on it and stop broadcasting.

It is also possible that a node that does not receive any



propagated particles detects the target, e.g., the node outside
of any predicted areas. Then a new particle will be created
as in the initialization step.

C. Node Scheduling

Sensor nodes need to be scheduled for maintaining and
propagating particles. In a duty-cycled WSN [13], nodes
around the predicted target position may be in the sleep state
when a target is approaching. Then, it needs to be proactively
awakened so as to receive the propagated particles. We
leverage TDSS sleep scheduling algorithm presented in [21]:
nodes around the predicted target position are awakened to
prepare for the approaching target, and the energy consump-
tion could be reduced simultaneously.

IV. CDPF DESIGN

Based on the mechanism of particle maintenance and
propagation, we design the CDPF algorithm in this section.
First, we partition the update step and adjust the order of
filtering steps in CPFs. Then the CDPF algorithm will be
specified.

A. Algorithm Design

Among the four steps of generic PFs, the prediction
step may depend only on individual particles (e.g., by
choosing the prior distribution as the importance density).
Thus, every sensor node that maintains a subset of particles
may complete the prediction step independently. However,
all the other three steps (i.e., update, resampling and es-
timation) require collection of all the measurements and
particle weights. To design CDPF, we need to develop a
method to achieve the same objective without any extra
communications.

Particle propagation designed in Section III provides us
a feasible approach. Based on the overhearing effect, it
is possible that every node in any of the predicted areas
hears the particles from all the broadcasting nodes. Since we
assume that the sensing radius of nodes is no greater than
half of the communication radius, this goal is achievable as
long as the propagation does not reach too far (i.e., the time
interval of the dynamic system is not very long). Then every
node that receives particles will receive all the particles, so
that every node may obtain the total weight.

However, one problem of this approach is that the ob-
tained total weight is for the previous iteration instead of
the current one. Therefore, we have to adjust the order of
four steps to produce a working scheme. Figure 2 shows the
steps of both CPF and CDPF. We partition the “update” step
into three sub-steps: 1) the “likelihood” step shares the mea-
surements locally and calculates the likelihood functions;
2) the “assign weight” step assigns weights to particles;
and 3) the “normalization” step calculates the total weight
and normalizes the assigned weight. The dotted curves
in Figure 2(a) signifies the reorder direction: we move

Initialization Initialization

Prediction » Prediction
,,,,,, »
, Update Jorrection
Likelihood Normalization
v v
Assign .
weight Resampling
v v
/T Normalization Estimation
[ [
Resampling Likelihood
Estimation Asslgn
weight
(a) CPFs (b) CDPFs

Figure 2. Steps of CPF and CDPF

normalization, resampling, and estimation steps forwards
and insert them after the prediction step. The reordered steps
for CDPF are shown in Figure 2(b).

After reordering the steps, we form normalization, re-
sampling and estimation into a new step, named ‘“‘correc-
tion”. The correction step normalizes the updated weights,
resamples and calculates the estimated target position for the
previous iteration. Obviously, the correction step depends
on the total weight that is aggregated by overhearing during
particle propagation. This is the reason that we insert it after
the prediction step.

Then the working process of CDPF will be:

1) Prediction—predict the target motion and propagate
particles towards that direction.

2) Correction—normalize the propagated weights based
on the total weight, resample, estimate the target position for
the previous iteration, and possibly report it to sink nodes.

3) Likelihood—share the measurements at the current
iteration locally and calculate the likelihood functions.

4) Assign weight—assign or update weights to particles
based on the likelihood functions.

To update the weights, the measurement of each node
should be shared locally with other nodes. Thus in the like-
lihood step, each node will receive the broadcast measure-
ments from all of the neighbor nodes that are maintaining
particles. In fact, this is also an approach to calculate the
total weight without extra communication cost. However,
we do not take this approach, because the broadcasting
communication in this step can be eliminated, so that the
communication cost can be reduced further. We will discuss
the details in Section V.

In Figure 1, we drew two squares, meaning two possible
positions of the target. Based on the correction step, we



now explain their difference. We use the blank square to
represent the real position of the target, which is why the
blank node cannot detect it. After the correction step, the
estimated target position for the previous iteration will be
obtained. Then we use the slashed square to represent the
“predicted” target position based on this estimation. In fact,
this cannot be called “prediction” any longer, because the
current iteration has started. We use this term simply to show
our calculation method. Then this predicted position will
be an approximation to the real position, and we will use
it to estimate the neighbor nodes’ contributions and finally
eliminate the likelihood function calculation in Section V.

B. Algorithm Details

Based on our previous design, we now detail an iteration
of the CDPF algorithm in Algorithm 1.

Algorithm 1 CDPF algorithm at iteration k + 1
1: Draw N, samples for iteration k+1 from an importance
density ¢(xg41|X%, Zk+1), i.€., propagate particles from
iteration k£ to k + 1;
Calculate the total weight by overhearing;
Normalize the received weights;
Resampling;
Make the estimation for iteration k;
Broadcast/receive measurements;
Calculate the likelihood function;
Assign/update a weight to the particle;

V. IMPROVING CDPF: NEIGHBORHOOD ESTIMATION

As discussed in Section I, the local status in a WSN
(including node positions, the topology and the detection
capability of neighbor nodes) is relatively stable in the short
term. Based on this feature, a sensor node may estimate the
working status of its neighbor nodes thereby the contribu-
tions they may make to the target estimation. In this section,
we develop an approximate estimation method to improve
CDPF by further reducing the communication cost. We
first discuss a prerequisite for the neighborhood estimation,
which answers how a node may obtain information about its
neighbors. Then, we introduce the estimation method and
present the improved CDPF algorithm. Finally, we discuss
the potential overhead that this estimation may introduce,
and potential factors that may impact the estimation result.

A. Prerequisite

A prerequisite of neighborhood estimation is that local
knowledge can be easily shared among the neighbor nodes.
Basically whatever a node knows, its one-hop neighbors
may easily know it via local direct communication. In many
existing literature, short message exchange was commonly
used for sharing local knowledge among neighbors, e.g.,
for updating routing information [22] or for maintaining

Figure 3. Neighborhood estimation

synchronization [23]. Therefore we may reasonably assume
that every sensor node knows all the detailed information
about its one-hop neighbors, especially their positions.

B. Estimation Method

Figure 3 shows a local topology including two sensor
nodes (shown as small circles) and the predicted position of
a target (the square). The large circle with a communication
radius represents the one-hop neighbor area of node 0, and
the middle circle with a sensing radius signifies the area in
which nodes may detect the target. We define this middle
circle as an estimation area:

Definition 1 (Estimation Area): In a two-dimensional
plane, we define the estimation area as the circular area
that is centered at a target’s predicted position and has the
sensing radius as its radius.

In Figure 1, the two large solid circles (labeled as A and
B) are right the estimation areas of two iterations. Since
we assume that the sensing radius of nodes is no greater
than half of the communication radius, an estimation area
will never exceed the scope of the large circle, i.e., the
communication range of any sensor node within it. This
means that the information of all the nodes that may detect
the target thereby participate into particle filtering can be
shared with each other.

In Figure 3, we let dy and d; denote the distances of
two nodes from the predicted target position, and ¢y and
c; denote the contributions of nodes 0 and 1 respectively.
Based on the prerequisite, the positions of nodes 0 and 1
are known to each other, so is the predicted target position.
Thus, both nodes may easily calculate dy and d;.

We set the contribution of a node for a specific target
inverse proportional to its distance from the target. Then,
the weighted distance of any nodes from the target in the
estimation area will be constant. We argue that this model
is reasonable, as the closer a node is to the target, the more
contribution it will make for estimating the target feature,
i.e., the more information users may obtain from it. In fact,
this is also intuitive in terms of the idea of PFs: when



particles are maintained on sensor nodes, the closer a node
is to the target, the more weight the particle maintained on
it should have. Therefore, we setup the following proportion
equation:

codp = c1dy = € 4

where € is a constant.

By assuming that ¢y = 1, node 0 will obtain the relative
contribution of its neighbor node 1 as ¢; = Z—T. Similarly,
node 1 will also obtain the relative contribution of its
neighbor node 0 as ¢y = g—; when assuming c¢; = 1. From
now on, we only discuss the estimation process of node 0.
According to the symmetry, each node in the local area may
complete the same estimation process. The only difference
would be the values of these relative contributions.

Since node 0 may obtain such an estimation for each
of its one-hop neighbors, we assume that all the estimated
contributions form a set {cg,c1,...,Cn}, Where m is the
number of its one-hop neighbors. Then the normalized
contributions will be {cy/C,c1/C,...,cm/C}, where
C = 14 X" ¢. We define the estimated neighbor
contributions as the following:

Definition 2 (Estimated Neighbor Contributions): Within
an estimation area, the contributions of neighbor nodes
that are estimated by node 0 are defined as:

”Cm}:{d 1D’d 1D’”"d 1D}

0 1° m *

where ¢y represents the contribution of node 0, ¢; (1 <i <
m) are the contributions of m other neighbor nodes in the
estimation area, d; (0 < i < m) are the distances of each
node from the predicted target position, and D = Z?;O %

{007017 .

Based on this definition, we may easily prove the follow-
ing two propositions are true:

1) The estimated neighbor contributions are normalized;
and

2) When the shared node positions and the predicted
target position are consistent on all the nodes, so will the
contributions estimated by all the nodes.

Theorem 1: The estimated neighbor contributions are
normalized.

Proof: First, the total contribution from Definition 2 is
equal to 1:

s AN | le-1 1
ZCFZWZEZEZE'Dzl
=0 =0 =0

Secondly, the ratio of any two contributions follows the
model in Equation 4.
Hence, all the defined contributions are normalized. M

Theorem 2: When the shared node positions and the
predicted target position are consistent on all the nodes,
so will the contributions estimated by all the nodes.

Proof: To prove this proposition, we only need to prove
that a node’s contribution estimated by itself is equal to that
estimated by any other node in the estimation area. Without
loss of generality, we evaluate the contribution of node 0
estimated by itself and node 1.

According to Definition 2, node 0’s contribution estimated
by itself is ﬁ' At the same time, its contribution is
estimated by node 1 as ﬁ' Since the shared node positions
and the predicted target position are consistent on all the
nodes, either dy or D will be consistent in both results.
Therefore, the two results are identical. [ |

C. Improved CDPF

The result of this neighborhood estimation can replace
the measurement sharing and likelihood function calculation,
i.e., the likelihood step in Figure 2(b) or steps 6 and 7 in
Algorithm 1. The detailed method is:

1) Each node in the estimation area estimates the contri-
butions of itself as well as its neighbors.

2) Based on Definition 2, each node updates the particle
weight as w41 = wy, - ¢o.

We name this improved version CDPF-NE, where the
suffix “NE” represents neighborhood estimation. In this way,
co replaces the likelihood function (in case that the proposal
function is chosen as the prior). Therefore broadcasting for
measurement sharing could be completely eliminated. The
analyzed communication cost of CDPF in Table I will then
become N(D, + D,), i.e., the only communication cost
left is for particle propagation. Based on the architecture of
“particles on nodes”, this communication cost is already the
minimum.

D. Discussion

First, we discuss the frequency of this estimation and its
potential overhead. From the definitions above, we may ob-
serve that the local status used for neighborhood estimation
mainly involves with node positions, the predicted target
position, and the working status of neighbor nodes. First,
the node positions never change in a static WSN. Even in
a mobile WSN, nodes rarely move fast, either. Secondly,
the predicted target position of CDPF is calculated by each
individual node based on consistent data. So it is also
consistent within the estimation area. Finally, the working
status of neighbor nodes is subject to change. However, as
long as the change can be anticipated, the estimation still
can work correctly. For example, duty cycling is widely
used [13] to reduce the energy consumption during idle
listening, which is a major source of energy waste [24],
thereby improve the network lifetime. With duty cycling,
nodes are put into sleep states for most of the time, and only



awakened periodically. In certain cases, the sleep pattern of
nodes may also be explicitly scheduled, via proactive wake-
up [21], [25] for instance. No matter what sleep pattern is
taken, the working status can still be anticipated as long as
the pattern is certain.

Based on these conditions, we may hence exchange the
local status of neighbor nodes and execute the neighbor-
hood estimation at a low frequency, e.g., once per day,
once per week or even longer. This will introduce little
communication overhead, but gain much improvement on
the communication efficiency for target tracking, especially
in a WSN where target intrusion events are not rare.

Then we discuss the potential factors that may impact
the estimation. According to the previous analysis, the most
significant impacts are those uncertain factors, e.g, a random
sleep pattern, unexpected node failure, mobile sensor nodes
at a high speed, or overloaded nodes due to network conges-
tion. These uncertain factors will propose more requirements
on time synchronization. The level of synchronization is
dependent on the impact level of these factors. For a real
deployment with any of these uncertain features, CDPF-NE
needs to be applied carefully. In addition, the estimation
depends on the predicted target position. Thus, a wide prior
distribution may result in a large error on the estimation
result.

VI. EVALUATION

We evaluated CDPF and CDPF-NE in Matlab and com-
pared them with CPF and SDPF. This section reports our
evaluation results using the communication cost as the
overhead criterion, and root mean squared error (or RMSE)
as the estimation correctness criterion.

A. Simulation Environment

The sensor network includes 2,000 — 16,000 nodes in
a two-dimensional plane, which are randomly deployed
in a 200m x 200m area. Thus, the node density is 5 —
40 nodes/100m?. The sensing radius of nodes is set as
10 m, and the communication radius is set as 30 m. A target
crosses the surveillance field from the start point (0,100)
with a constant speed 3 m/s. At each time step of 1 s, the
target turns a random angle bounded by [—15°, +15°].

We study the bearings-only tracking problem [26] in the
simulation:

Xk = Oxp_ +Tviy )
z = arctan g—i + ng
where x; = (s, vi)T = (2g,yg, 2}, yp)T, 21 is the
observed bearing, and
1 0 At 0 A2 0
01 0 At 0 1A
(b == F =
0 0 0 0
0 0 O 0

In addition, vi_; = (vz,vy)£71 and n; are zero mean

Gaussian white noises, and the variances of which are
2
pt

0 o2

The detailed parameter ZOHﬁgurations for the dynamic
system above are as follows. The time step of CDPF is 5 s.
The standard deviations of noises are o, = o, = 0, = 0.05.
The simulation includes 50 steps. For CPF, we adopt the
number of particles Ny = 1000.

For all the four algorithms simulated in the experiments,
i.e., CPE, SDPF, CDPF and CDPF-NE, we adopt SIR
filters [3] as the basis: we use the prior distribution as the
importance density, and execute the resampling step at every
iteration.

respectively 02 = and o2.

B. Experimental Results
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Figure 4. Estimation example

First in Figure 4, we show an estimation example in-
cluding CDPF and CDPF-NE, when the node density is
20 nodes/100m?. The real trajectory of the target is shown
in a solid curve, which was simulated based on the target
model. We may observe that the estimation error of CDPF-
NE is a little greater than CDPF, as CDPF-NE replaces
the measurement sharing with neighborhood estimation.
However, the error of up to 3 m is still tolerable given the
node density of 5 m?/node.

Then we examine the communication costs of four al-
gorithms in various node densities. Based on the dynamic
model of the bearings-only tracking problem, we assume that
a particle includes four integers, and either a measurement
or a weight includes one integer only. On a 32-bit platform,
we have D, = 16, D,,, = 4 and D,, = 4, all in bytes.

In Figure 5, the communication costs of all the four algo-
rithms increase as the node density increases. This is because
that the number of sensor nodes that detect the target and
report the measurement increases. We observe that CDPF
and CDPF-NE reduce the communication cost significantly,
in which CDPF-NE achieves the minimal communication



overhead. Compared with SDPF, their reduction on the
communication cost reaches up to 90%. If compared with
CPF, they can also reduce the communication by about 70%.
Except for their communication reduction efforts, another
reason for this is that multiple particles on a single node can
be combined into one, thus the data amount for propagation
decreases significantly.
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Figure 5.  Communication cost

A counterintuitive observation is that the communication
cost of SDPF is higher than that of CPF. This is caused by
the network scale: in the configured network environment,
any node can propagate the particle data to the sink node in
the center of the network within four hops at the most. Thus,
the hop count factor in the communication cost of CPF is
not dominant. On the contrary, the eight particles on each
node that detects the target increase SDPF’s communication
workload significantly. Therefore the two curves show a
reverse relation. If the surveillance field is large enough so
that the hop count factor dominates the communication cost,
two curves are supposed to reverse their positions.
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Figure 6. Estimation error

Finally, we present the result of the estimation error. In
Figure 6, CDPF shows a similar RMSE to SDPF, as their
operations on measurement sharing and particle propagation

are similar. CDPF-NE shows the greatest estimation error,
which is about 100% to 30% more than SDPPF, as it simulates
the likelihood function by estimating the contribution of
neighbor nodes. However, the estimation error of CDPF-
NE decreases faster than others, because the error difference
will become less remarkable as the node deployment reaches
a certain level of density. As long as a reasonably big
estimation error can be tolerated, CDPF-NE would be the
most efficient choice.

VII. RELATED WORK

Bayesian estimation methods estimate the states in a
dynamic system in an iterative manner, by incorporating
new measures to filter the prior distribution to the posterior
one. When certain constrains (including Gaussian process
and measurement noises, and linear state transition and
measurement functions) hold, Kalman filter [27] serves as
the optimal solution by minimizing the estimated error
covariance. If otherwise the dynamic system is nonlinear
and/or non-Gaussian, which is usually true in real applica-
tions, particle filters [3] are usually used to approximate the
optimal solutions.

Given the high computation/communication cost, it is
often hard to apply PFs to WSNs. Many research efforts
were conducted to either reduce the number of particles
or compress the data amount of communication. In [28],
the author applied KLD-sampling to adapt the number of
particles dynamically, so that the estimation error is bounded
at a given probability. Kwak et. al. introduced a heuristic
algorithm based on a back-propagation neural network to
adapt the sample size in [29]. However, these efforts still
worked on centralized PFs, and did not consider a distributed
implementation.

Compared with CPFs, the research for DPFs is much less
mature. One of the most important reasons for this is that
PFs are easy to be defined for centralized architectures, but
difficult to be extended to distributed systems [30].

[10] is a widely cited literature about DPFs, in which
Coates presented the achievable compression on particles
either by training parametric models or with adaptive en-
coding. The compressed data, instead of the raw data, is
propagated and aggregated throughout the network. This
compressed data may be either parameters trained from a
certain parametric model of the factorized likelihood, or
quantized data by encoding the measurements. This work
was the first one to complete the data aggregation step by
step along with the propagation. Ing and Coates further
improved the idea of adaptive encoding with Huffman tree
in [12].

Although the training of a parametric model was proposed
in [10], the author did not present a specific parametric
model. Sheng et. al. provided one, i.e., Gaussian mixture
model (or GMM), in [5]. The distributed algorithms are
run over a set of uncorrelated sensor cliques, which are



dynamically constructed according to the moving trajectories
of the target. With GMM, the measurement data may be
compressed and aggregated efficiently.

Unlike [5], Liu et. al. introduced a non-parametric method
named support vector machine (or SVM) in [9]. The raw
data can also be compressed to reduce the communication
cost.

All these DPF literature focused on completing the aggre-
gation of particles in a distributed manner on different sensor
nodes, and reducing the communication cost by compressing
the raw data. These features will introduce the following
two problems: 1) the aggregation of particle weights will
experience a long delay, so will each iteration of PFs; and
2) though the total data amount is compressed, the number
of communicated messages may remain or even increase.
In addition, [10] strives to keep the computation result of
each iteration consistent across the network, which is often
unnecessary.

In [7], the authors presented a semi-distributed particle fil-
ter, which is the first to maintain particles on different sensor
nodes. However, weight aggregation is still dependent on a
global transceiver. Such kind of global transceiver, which
is assumed to be able to communicate with all the nodes
in the network directly, is usually hard to implement in real
deployments. On the contrary, our CDPF algorithm removes
all the weight aggregation operations and implements PFs in
a completely distributed way, thereby minimizes the com-
munication cost. Moreover, we remove many unnecessary
assumptions in [7], such as binary proximity sensors, the
optical communication and reflective devices.

Except for these DPF literature, Huang et. al. studied
target tracking using DPFs in [6], which was an efforts of
applying DPFs in specific scenarios. On the contrary, our
work studies DPF methods instead of their applications.

VIII. CONCLUSION

Based on our analysis in Section II-B and the experimental
evaluation in Section VI, we observe that compared with
SDPF, CDPF can reduce the communication cost by 90%,
with about 50% of the tracking error increment as the
cost. This shows that the communication reduction effort of
CDPF is significant. The application of CDPF’s improved
version is subject to several conditions, e.g., static nodes
and stable working status of nodes. In many deployments,
these conditions are easy to satisfy. Therefore, both CDPF
and CDPF-NE can be widely utilized.

Potential future work directions include:

1) Evaluate CDPF’s tolerance to uncertain factors. This
would allow us to understand the application scope of CDPF
and help with the configuration of WSN deployments.

2) Apply CDPF’s idea to more PF branches. Except for
generic PFs, there are many derivative efforts to solve related
problems introduced by PFs, e.g., degeneracy problem,
sample impoverishment. The idea of a completely distributed

implementation may be applied in these areas to reduce
communication costs.
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