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We consider the rate allocation problem for data aggregation in wireless sensor networks
with two objectives: (1) maximizing the minimum (Max–Min) lifetime of an aggregation
cluster and (2) achieving fairness among all data sources. The two objectives are generally
correlated with each other and usually, they cannot be maximized simultaneously. We
adopt a lexicographic method to solve this multi-objective programming problem. First,
we recursively induce the Max–Min lifetime for the aggregation cluster. Under the given
Max–Min lifetime, we then formulate the problem of maximizing fairness as a convex opti-
mization problem, and derive the optimal rate allocation strategy by iterations. We also
present low-complexity algorithms that an aggregation cluster can use to determine the
Max–Min network lifetime and the fair rate allocation. Our simulation results validate
our analytical results and illustrate the effectiveness of the approach.
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1. Introduction

Wireless sensor networks (WSNs) have recently re-
ceived increased attention for a broad array of applications
such as surveillance, environment monitoring, medical
diagnostics, and industrial control. Data aggregation [1,2]
is a fundamental operation in sensor networks in which
data packets generated at sensor nodes are to be aggre-
gated in local cluster heads or at a sink node. For example,
in target tracking applications [3], some nodes in the net-
work generate physical measurements of an intruding tar-
get after sensing its presence. The nodes may then send
sensed data via either one hop or multi-hops towards the
cluster head or the sink node.

The nature of data aggregation usually results in a tiered
structure in sensor networks. Early sensor network designs
assume a flat network in which sensors directly transmit
their packets to the sink node. More recently, tiered sensor
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networks [4] have been proposed for use in high data-rate
applications (e.g., acoustic [5], imaging [6]). In tiered net-
works, the lower-tier consists of tiny wireless sensors that
transmit data to the closest upper-tier node (usually an
embedded 32-bit system with an 802.1� radio). In such
networks, when an event is sensed, a relatively large num-
ber of nodes might wish to transmit significant volumes of
data (either raw samples, or processed information) along
one or more trees towards base stations. Rate allocation
plays an important role in such situations.

Generally, one basic requirement on rate allocation in
wireless sensor networks is to achieve energy-efficiency
[7], because most sensor nodes are battery-powered and
it is practically infeasible to recharge them. The limited
size of sensor nodes only allows for very limited energy
storage in most applications such as tracking. Although
substantial improvements have been achieved in chip
design for energy conservation, energy-efficient battery
designs still lag behind. Thus, one of the fundamental chal-
lenges in sensor networks is their energy efficient opera-
tion, and significant research efforts are focusing on this
problem. By controlling the data-rates, the network
lifetime can be maximized [8,9] if we balance the energy
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consumption over all nodes in the network. For example,
nodes with high remaining energy can be allowed to
transmit more data, while those with low energy should
transmit less. Without such balanced energy consumption,
some nodes may quickly exhaust their power, causing net-
work partitions or malfunctions.

Another requirement for many data aggregation appli-
cations is to achieve fairness among source rates [10,11].
Typically, applications can achieve better performance
when data gathered from different source nodes are iden-
tical in terms of data-rate. For instance, equal amount of
data from some video sensor nodes can help the cluster
head build a whole-scene image or video. To achieve fair-
ness, it is important to have data-rates among all source
nodes as equal as possible. This requirement can be met
only if we are able to obtain a fair amount of data from
each of the sensors that are part of the network. This leads
to the fair rate allocation amongst all sources in the net-
work. Hence, rate allocation amongst sources need not
only be efficient (i.e., maximize network lifetime), but
must also ensure fairness [12,11,13].

In this paper, we present the design of a distributed mech-
anism for fair and energy-efficient rate allocation strategy in
wireless sensor networks. In general, the design of such a
mechanism is complicated by the radio characteristics of
shared wireless channels (i.e., IEEE 802.15.4). As such, the
channel arbitration used by the MAC layer and the quality
of paths determined by the routing protocol can also impact
the quality of any solution for the rate allocation problem.
For simplicity, we build our work upon the de facto standard
MAC layer (i.e., CSMA) and routing layer (i.e., MintRoute [14]).
We defer to future work the examination of an optimal cross-
layer design which jointly designs the MAC layer, the routing
layer, and a rate allocation scheme.

In most cases, an optimized rate allocation that simulta-
neously maximizes the network lifetime and fairness is dif-
ficult as the two objectives are correlated with each other.
For maximizing the network lifetime, it is better to bias the
rate allocation for nodes with different remaining energy/
transmission cost, as this will balance the energy con-
sumption. However, for maximizing fairness, it is better
to average the data-rate of all nodes as much as possible.
There is an inherent trade-off between biased rate alloca-
tion (lifetime maximization) and even allocation (fairness)
[15,16]. Furthermore, the problem becomes more difficult
for arbitrary communication patterns [17]. As we show in
this paper, we can leverage the tree-based traffic pattern
prevalent in wireless sensor networks to obtain a distrib-
uted and fair rate allocation mechanism. Specifically, we
make the following contributions.

1.1. Our contribution

We formulate the above problem as a multi-objective
programming problem and adopt a lexicographic method
[18] to solve the problem. First, we recursively maximize
the minimum (Max–Min) network lifetime in a local
aggregation tree. Under the given maximum lifetime, we
then formulate the problem of maximizing fairness as a
convex optimization problem, and derive the optimal rate
allocation strategy, considering the impact of interfer-
ences. We also present a low-complexity algorithm to
compute the Max–Min network lifetime and the optimal
rate allocation for fairness. Our simulation studies illus-
trate the effectiveness of our algorithm in finding an opti-
mal rate allocation strategy. To the best of our knowledge,
this is the first result on rate allocation in sensor networks
that simultaneously maximizes network lifetime and fair-
ness for data aggregation using a lexicographic method.

The rest of the paper is organized as follows: In Section 2,
we overview the related work on rate allocation for sensor
networks. In Section 3, we describe the network topology,
transmission power model, and the notations that we use
in the paper. In Section 4, we consider the scenario of mul-
ti-frequency with full-duplex for a node, and mathemati-
cally analyze the problem model and present our
lexicographic solution. We extend the same problem to
the scenario of multi-frequency with half-duplex in Section
5 and derive new solutions. We report our simulation-based
experimental results in Section 7, and conclude in Section 8.
2. Related work

The problem of rate allocation and energy management
in wireless sensor networks have been extensively studied.
For example, to maximize the network lifetime, Bhardwaj
and Chandrakasan present an upper bound on the network
lifetime for energy-efficient collaborative data gathering
with optimal role assignments for different nodes [19]. In
[20], Sankar and Liu present a distributed algorithm at
the network layer to maximize the network lifetime. This
algorithm can guarantee bounded approximation error
for flow routing.

Regarding the impact of rate allocation on the network
lifetime, most works study how to maximize the minimum
(Max–Min) network lifetime for different allocation strate-
gies. For example, Xue et al. [8] present a dual decomposi-
tion method and an approximation algorithm to determine
the optimal network lifetime for data aggregation, where
each node has multiple routing paths to the sink node. In
[21], Hou et al. study the Max–Min rate allocation among
all nodes with a system lifetime requirement. They use a
linear programming approach to solve the Max–Min life-
time problem and develop a polynomial-time algorithm.

The problem of achieving fairness in rate allocation has
also been well studied. For instance, in [22], the authors
study how to achieve MAC-layer fairness among one-hop
flows within a neighborhood. In [7], the fair data collection
problem is studied within the network utility maximiza-
tion (NUM) [23] framework. In [24], Chen et al. determine
the maximum rate at which individual sensors can pro-
duce data without causing congestion in the network and
unfairness among peer nodes.

Past works have also explored the trade-off between the
Max–Min network lifetime and fair rate allocation. In [16],
Nama and Mandayam present a general cross-layer frame-
work that takes into account radio resource allocation,
routing, and rate allocation for achieving trade-offs
between lifetime maximization and fairness. The authors
solve the tradeoff problem via a dual decomposition
method. In [15], a similar problem is addressed at the
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transport layer. The idea in this work is to construct a new
optimization function by linearly adding up the two objec-
tive functions (i.e., lifetime and the objective function rep-
resenting fairness) and deriving an optimal solution for
maximizing the newly constructed function.

The differences between our work and [16,15] include
the following. First, we study the tradeoff problem in a
cluster which has a tree-like network topology that is
more suitable for data aggregation. Second, we adopt a
lexicographic method in which we favor network life-
time maximization over fairness (no such preferences ex-
ist in previous works). We do so, because network
lifetime is strongly correlated to energy consumption,
which is the most performance-critical aspect of sensor
networks.
3. Network topology and preliminaries

3.1. Network topology

We consider a static and symmetric multi-hop wireless
sensor network G = (V,E), where V = {0,1,2, . . . ,N} is the set
of sensor nodes and E is the set of undirected edges. In this
graph-theoretical model of wireless sensor networks, we
use the terms nodes and vertices interchangeably.

We assume that the network topology for data aggrega-
tion is a tree structure (i.e., an aggregation tree) which is
widely adopted by previous works [25,26]. There are three
types of sensor nodes in the network: source nodes, relay
nodes, and the sink node (or local cluster head). The source
nodes are leaf nodes which generate sensor data. The func-
tion of a source node is simple: once triggered by an event,
it starts to capture live information about the target, which
is then directly sent to the local cluster head within one
hop or multiple hops. Only source nodes can generate data
in our system. A relay node does not generate data. Its func-
tions include: (1) receiving data from its children nodes
which can be relay nodes or source nodes and (2) forward-
ing the received data to the next hop toward the cluster
head (i.e., the root node). The cluster head/sink node is
the aggregation end point.

We assume high data-rates (e.g., raw acoustic or image
data sampling) generated by a relatively large number of
nodes. This data can traverse multiple hops before reaching
the sink node or a local cluster head for data aggregation.

There are two scenarios of radio technology in our
application scenario:

(1) Multi-frequency with full-duplex (or multiple trans-
ceivers). In this case, the radio interference is
avoided by multiple frequencies and a node can
transmit and receive data simultaneously due to
multiple transceivers or full-duplex.

(2) Multi-frequency with half-duplex (or single trans-
ceiver). In this case, although interference is avoided,
a node cannot transmit and receive data simu-
ltaneously.

We do not assume any specific routing protocol. A sin-
gle-path routing protocol (e.g., MintRoute [14]) can work
underneath our proposed rate allocation algorithms. We
also assume reliable end-to-end data transmission by
using any existing reliable mechanism [27,28].

Besides, we make additional assumptions as follows:
(1) All sensor nodes and the cluster head are time-
synchronized; (2) Any sensor node has at most one parent
in the aggregation tree; (3) Each sensor node can measure
its transmission energy per byte and the remaining battery
capacity; and (4) Within each cluster, the source nodes can
sense events (i.e., targets) and can transmit the sensed data
to the relay node simultaneously.

In the rest of the paper, for convenience, we will use the
terms leaf node and source node interchangeably, and the
terms root node and cluster head interchangeably.

3.2. Power dissipation model

A detailed power consumption model for each compo-
nent in a wireless sensor node can be found in [29]. The
power consumption due to data communication (i.e.,
receiving and transmitting) is the dominant factor of a sen-
sor node’s overall power consumption. Suppose there are N
sensor nodes in a cluster. Each node is denoted as ni(i 6 N).
We denote gi as the bit rate from node ni to its next hop
node, and ci as the transmission power cost over the radio
link. We denote,

wi ¼ aþ b � dm
i

where a is a distance-independent constant term, b is a
coefficient term associated with the distance-dependent
term, di is the distance between the sensor node ni and
its next-hop node, and m is the path-loss index, with
2 6m 6 4. Typical values for these parameters are
a = 50nJ/b and b = 0.0013pJ/b (for m = 4) [29]. The power
dissipation at the transmitter, mostly being source nodes,
can be modeled as:

psðiÞ ¼ wi � gi ð1Þ

The power dissipation at a receiver, mostly being relay
nodes or the sink node, or the cluster head for receiving
data, can be modeled as:

prðiÞ ¼ qi � gi ð2Þ

where the typical value for the parameter q is 50nJ/b [29].
For a relay node, the power dissipation consists of two

parts: receiving power and transmitting power. The power
dissipation for a relay node can be modeled as:

ptðiÞ ¼ ðwi þ qiÞ � gi ð3Þ

For convenience in presentation, we adopt an uniform
denotation:

psk
ðiÞ ¼ csk

� gsk
ð4Þ

for the power dissipation in sensor node nsk
. If the node is a

source node, csk
¼ wsk

. For a receiving node, csk
¼ qsk

; for a
relay node, csk

¼ wsk
þ qsk

.
In our power consumption model, we omit the feed-

back messages since we assume multimedia applications
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Fig. 1. Aggregation topology and Bit Capacity.
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over WSNs, like image reconstruction and the feedback
data (i.e., acknowledgement message) rate is relatively
small comparing to the multimedia data-rate from sensor
nodes to the sink node.

3.3. Notations

A sensor node is denoted as ni(i = 0, . . . ,N) and the sink
node as n0. The set of all source nodes is denoted as
S0 ¼ fskjnsk

2Ng in which sk is the index in [0,N]. In addi-
tion, we define the set of source nodes rooted at node ni as
Si, and Si ¼ fnig if ni is a source node.

Outgoing rate from source node/relay node is defined as
gsk

for node nsk
. We also define an unified term csk

, which
represents the energy requested for transceiving one unit
of data. Based on Eqs. (1)–(3), for a source node,
csk
¼ wsk

; for a relay node, csk
¼ wsk

þ qsk
; and for the clus-

ter head c0 = q0.
The minimum system lifetime, denoted as Tmin, is de-

fined as the operational time of the local cluster until the
first node in the cluster runs out of power. We denote
the initial remaining energy of a node nsk

as Esk
. The trans-

mission capacity over a radio channel is denoted as R.
For convenience, we summarize all notations in Table 1.

3.4. Bit Capacity

For convenience in presentation, we introduce the
notion of ‘‘Bit Capacity,” which is defined as the largest
amount of data that can be transmitted through one node
before dissipating all of its remaining energy.

Formally, it is defined as follows:

Definition 1. Let Bi be the Bit Capacity of node ni, which is
defined as:

Bi ¼
min

n
Ei
ci
;
P

dk2Di

Bdk

o
; ni is relay node

Ei=ci; ni is leaf node

8<
: ð5Þ

where Di is the direct children set of node ni, and dk is the
index number in [1,N].
Table 1
Notations.

Notation Description

ni(i = 0, . . . ,N) Sensor node. The sink node is defined as n0

S0 ¼ fskjnsk 2 Vg Set of source nodes which generate sensor data;
sk is the index of the source node nsk

among V
Si Set of source nodes rooted at node ni. If ni is a

source node, Si ¼ fnig
gsk

Outgoing rate from sensor node nsk . For a leaf
node, it is the source data-rate generated by
source sensor nodes

csk Power dissipation for sensor node nsk . For a
source node, csk

¼ wsk
; for a receiving node

csk
¼ qsk

; for a relay node, csk
¼ wsk

þ qsk

Esk
Initial remaining energy of node nsk

Tmin Network lifetime, defined as the operational
time of the cluster until the first node runs out
of power

R Radio channel capacity
For example, in Fig. 1, for all nodes at the initial state,
B0 = 20, B1 = 7, B2 = 4, B3 = 5, and B4 = 6. After the first itera-
tion, B1 = min{E1/c1,B2 + B3} = 7 and B0 = min{E0/c0, B1 + B4}
= 13. Thus, the Bit Capacity of the cluster head is 13.

4. Multi-frequency with full-duplex

We first consider a node with multi-frequency channel
and full-duplex (or multi-transceiver), in which a node can
transmit and receive data simultaneously.

4.1. Problem definition

4.1.1. Energy consumption constraints
For each sensor node ni in V, the energy consumption for

transmitting or receiving within the network lifetime (Tmin)
must not exceed its initial remaining energy. This means,

8i 2 ½1;N�; Tmin � ci �
X

sk2Si

gsk
6 Ei ð6Þ

where
P

sk2Si
gsk

represents the data-rate accumulated by
all leaf nodes rooted at ni. For the sink node/cluster head,
which is the root node of the aggregation tree, the con-
straint is:

Tmin � c0 � R 6 E0 ð7Þ
4.1.2. Capacity constraints
To obtain the best performance, the accumulated rates

from all leaf nodes must not exceed the channel capacity,
no matter whether the nodes include the sink node or relay
nodes. Thus, we have:

8sk;
X
sk2S0

gsk
¼ R: ð8Þ

Furthermore, all the rate flows must be nonnegative,
and the union of all children sets consists of the children
set of the sink node/cluster head. That is:

8i 2 ½1;N�; S0 ¼ S1

[
S2 . . .

[
SN ;&; gi > 0: ð9Þ
4.1.3. Problem formulation
The fairness among data-rates of all source nodes is de-

fined as the product of all source rates. When we maximize
the product, it is equivalent to maximizing the geometric
mean so that we can achieve fairness. Thus, we formulate
the rate allocation problem with the objective of
maximizing both the minimum (Max–Min) network
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lifetime Tmin and the product of source rates (fairness) as
follows:

P1 : maximize : TminQ
sk2S0

gsk

subject to : Inequalities 6—9

ð10Þ

This is a non-linear multi-criteria programming prob-
lem. We solve the problem via a lexicographic method
[18]. By this method, we first maximize one objective, Tmin,
and obtain the solution space of rate vectors �g for all source
nodes. Within this solution space, we then derive a rate
vector �g to maximize

Q
sk2S0

gsk
, and thereby seek to ensure

fairness under the given Max–Min network lifetime (de-
noted as Tmm).

There are two reasons to select Tmin as the dominant
objective. First, the Max–Min network lifetime is strongly
correlated to energy consumption, which is one of the
most performance-critical aspect of sensor networks. Sec-
ondly, if we maximize

Q
sk2S0

gk first, the only optimal solu-
tion will be determined due to the convex feature of the
objective function, which will make the lexicographic
method ineffective.

4.2. Max–Min lifetime

Theorem 1. Suppose the Bit Capacity of the root node (n0) is
B0. Then the Max–Min network lifetime Tmm is:

Tmm ¼
B0

R
ð11Þ
Proof. The proof is by induction. Suppose an aggregation
tree has H layers.

Base case: When H = 1, Eq. (20) is obviously true.
Inductive hypothesis: Assume that Eq. (20) holds when

the aggregation tree has m(>1) layers. We now show that
Eq. (20) also holds when the tree has m + 1 layers.

Inductive step: For H = m + 1, let the children set of root
node n0 is D0. Then, for each node dk 2 D0, the subtree
rooted at ndk

has at most m layers, and its Max–Min
lifetime is given by Tmin ¼

Bdk
Rdk

, where Rdk
is the outgoing

data-rate from node ndk
.

Thus, "dk 2 D0, Tmin � Rdk
6 Bdk

. Therefore, we have

Tmin 6

P
dk2D0

BdkP
dk2D0

Rdk

¼
P

dk2D0
Bdk

R . Also, for the root node n0, its

energy constraint is given by Eq. (6), or expressed as
Tmin � R 6 E0

c0
. Therefore, we can show that maxfTming ¼

1
R �min E0

c0
;
P

dk2D0
Bdk

n o
, or Tmm ¼ B0

R .

It is shown in Theorem 1 that the maximum lifetime
only depends on the Bit Capacity of the root node and the
channel capacity. h
4.3. Fairness of rate allocation

Once we have obtained the Max–Min network lifetime
for the aggregation tree, the remaining objective is to max-
imize the product (or geometric mean) of all the rates. This
problem can be formulated as:
P : maximize :
Q

sk2S0

gsk

subject to : 8sk 2S0; Tmm �
P

sk2Si

gsk
6 Bi

Tmm �
P

sk2S0

gsk
6 B0

8sk 2 ½1;N�; gsk
> 0

ð12Þ

We can express the constraints as A � �g 6 C, where A is a
matrix with (K + 1) � jS0j dimensions and C is a vector with
K + 1 items. This is a typical convex optimization problem
with linear constraints, and it can be solved by optimiza-
tion methods such as dual decomposition [30].

However, by analyzing the problem’s constraint struc-
ture, we adopt a low-complexity solution. Our approach
is to iteratively reduce the number of constraints under
the convex objective function. To understand how to ad-
dress the optimization problem, we first consider the sim-
ple case in which the tree has only two layers.

Proposition 1. Suppose the aggregation tree has only two
layers, and its K children are sorted as B1 6 B2 6 � � � 6 BK.
Under the maximized cluster lifetime Tmm, the optimal rate
allocation for all leaf nodes is given by:

gj ¼

1
Tmm
�min Bj;

B0
K

� �
; j ¼ 1

1
Tmm
�min Bj;

B0�Tmm �
Pj�1

k¼1
gk

K�jþ1

� �
; 1 < j 6 K

8><
>: ð13Þ

By Lagrange relaxation theory, it is not difficult to prove
Proposition 1. In most cases, an aggregation tree has more
than two layers. Our objective is to reduce the constraints
in Eq. (12) equivalently to a constraint structure for a two-
layer tree.
Proposition 2. Eq. (12) can be equivalently reduced to the
following problem which has the same constraint structure as
that in a two-layered aggregation tree:

maximize :
Q

sk2S0

gsk

subject to : 8sk 2S0; Tmm � gsk
6 B0sk

Tmm �
P

sk2S0

gsk
6 B0

8sk 2 ½1;N�; gsk
> 0

ð14Þ

where B0sk
is the Bit Capacity value of node nsk

after constraint
reduction.
Proof. The proof is by induction. Suppose the aggregation
tree has H layers.

Base case: H = 2. We can directly apply Proposition 1
without constraint reduction.

Inductive hypothesis: Suppose that when H = m, the
proposition holds.

Inductive step: We need to show that when H = m + 1,
the proposition holds. Suppose the root node has a children
set D0. For each node dk 2 D0, if ndk

is a relay node, suppose
the set of leaf nodes rooted at ndk

is Sdk
. For the subtree

rooted at ndk
(with K

0
leaf nodes), since its layer is less than

m, based on the inductive hypothesis, the convex optimi-
zation problem can be reduced to the following problem:
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P00 : maximize
Q

sk2Sdk

gsk

subject to
P

sk2Sdk

gsk
6

1
Tm
� Bdk

8sk 2 Sdk
; gsk
6

1
Tm
� B00sk

ð15Þ

where B00sk
is Bit Capacity value of node nsk

after constraint
reduction. Based on Proposition 1, "j 2 [1,K0], the optimal
value of gj to maximize the fairness in the subtree is:

gj ¼

1
Tm
�min B00j ;

Bdk
K 0

n o
; j ¼ 1

1
Tm
�min B00j ;

Bdk
�Tm �
Pj�1

k¼1
gk

K 0�jþ1

� �
; 1 < j 6 K 0

8>><
>>: ð16Þ

Let B0sk
¼ gj � Tm. Since 8sk 2 Sd0 ; gsk

6 gj, we have 8sk 2 Sdk
,

gsk
6

1
Tm
� B0sk

.
The other constraint for the root node is:

P
sk2S0

gsk
6

1
Tmm
� B0. Thus, the proposition holds. h

Once the constraints are equivalently reduced to that in
Eq. (14), the final rate allocation vector is derived based on
Proposition 1.

We denote B0sk
for node nsk

in each iteration as GB0(sk),
which is called the Geometry Bit Capacity. We also denote
GB(sk) as the Geometry Bit Capacity in the final iteration,
which represents the optimal transmitted/received bits
for node nsk

in each intermediate iteration, to obtain the
global fairness. Then we have,

Proposition 3. By lexicographic method, to achieve fairness,
the rate allocation strategy for all leaf nodes gsk

2 S0 is as
follows:

gj ¼
GBðskÞ

Tmm
ð17Þ
Proof. Suppose the aggregation tree has K leaf descen-
dants. Also, suppose that there are p iterations. In the
(p � 1)th iteration, the sorted set of Geometry Bit
Capacities for all leaf descendants is {GB(p�1)(j)}, where
GB(p�1)(1) < � � � < GB(p�1)(K).

In the final iteration, GB(sk) is expressed as:

GBðjÞ ¼
min GBðn�1ÞðjÞ; B0

K

n o
; j ¼ 1

min GBðn�1ÞðjÞ; B0�
Pj�1

k¼1
GBðkÞ

K�jþ1

� �
; 1 < j 6 K

8>><
>>:
B2 = 42
4

3

0

1 B1=7

B3 = 5
B4 = 6

B0=13

after red

Fig. 2. Network
The constraint structure in the final constraint is the same
as that in a two-layer aggregation tree. Based on Proposi-
tion 2, this Proposition holds. h

We now give an intuitive explanation via the following
example. In Fig. 2, initially, B2 = 4 and B3 = 5. After one iter-
ation, we reduce the layer of the original tree by 1. The leaf
node (node 2 and node 3) will get a new Bit Capacity
B02 ¼ 1

2 � 7 ¼ 3:5;B03 ¼ 3:5 (based on Proposition 1) and node
4 will keep its current Bit Capacity. After reduction, the
new tree has two layers and we can apply Proposition 1
to get the final rates for all leaf nodes as: r2 ¼
1

Tm
�min 3:5; 13

3

� �
¼ 3:5

Tm
; r3 ¼ 1

Tm
�min 3:5; 13�3:5

2

� �
¼ 3:5

Tm
, and

r3 ¼ 1
Tm
�min 6; 13�7

1

� �
¼ 6

Tm
:Tm is calculated as that in Eq.

(20).
Based on Propositions 1 and 2, we present algorithms

to compute the maximum lifetime and the fair rate allo-
cation. The algorithms contain both the distributed part
and the centralized part. The intermediate roots of differ-
ent subtrees will distributively calculate the Bit Capacity
and the Fair Bit Bound for their leaf children. But the fi-
nal maximum lifetime and optimal rate vector is calcu-
lated by the Cluster Head, in a centralized way.

Algorithm 1 shows the operation for all source nodes.

Algorithm 1 (Operations in Leaf Node (source Node) ni:).
1: Initialization:
2: Ei = getInitialEnergy(ni);
3: ci = getPowDispPara(ni);
4: Bi ¼ GBðiÞ ¼ Ei

ci
;

5: Report {Bi,{GB(i)}} to its parent node;

6: On receiving allocated rate vector �g ¼ fgsk
g

7: If sk = i, set gi ¼ gsk
:

The operations for the relay nodes and the root node

(cluster head) are described in Algorithms 2 and 3,
respectively. Relay nodes and the root node need to first
calculate the Bit Capacity for the leaf children (line 4 of
both algorithms). Di and D0 (in line 3 of both algorithms)
is the children set of ni. Sdk

is the source node in the sub-
tree rooted at ndk

. Relay nodes must also update the
Geometry Bit Capacity for all leaf children. This is shown
from line 5 to line 10 of Algorithm 2. After obtaining
the result of the computation, they report the result to
B2 = 3.5
2 4

3

0

B3 =3.5 B4 = 6

B0=13

uction

topology.
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their parent nodes for further iterations. A relay node also
informs its children about the allocated rate vector from
its parents.

Algorithm 2 (Operations in Relay Node ni for full-duplex
scenario:).

1: Initialization:
2: Ei = getInitialEnergy(ni);
3: ci = getPowDispPara(ni);
4: Bi ¼ GBðiÞ ¼ Ei

ci
;

5: OnReceivingReportsfBdk
; fGBðsjÞjnsj 2Sigg:

6: Bi ¼minfBi;
P

sk2Si
Bskg;

7: Sort the members in fGBðsjÞjnsj 2Sig;
8: {GB(j)} = Sorted set in which GBj�1 6 GBj;
9: sum = 0;
10: for k = 1 to jSij do

11: GBðkÞ ¼ min GBðkÞ; Bi�sum
jSi j

n o
;

12: sum = sum + GB(k);
13: Report fBi; fGBðsjÞjnsj 2Sigg to the parent node;

14: On receiving allocated rate vector �g:
15: Multicast the information to all subtrees;

The root node calculates the optimal rate vector after
receiving information from all the leaf nodes (i.e., source
nodes). The node then multicasts the fair rate allocation
to all the leaf nodes (line 13 of Algorithm 3).
Algorithm 3 (Operations in Root Node (Cluster Head) n0 for
full-duplex scenario).

1: Initialization:
2: E0 = getInitialEnergy(n0);
3: c0 = getPowDispPara(n0);
4: Bi ¼ GBð0Þ ¼ E0

c0
;

5: On Receiving Reports fBdk
; fGBðsjÞjnsj 2S0gg :

6: B0 ¼min B0;
P

sk2SBsk

n o
;

7: Tmm ¼ B0
R ;

8: Sort the members in ffGBðsjÞjnsj 2S0g;
9: {GB(j)} = Sorted set in which GBj�1 6 GBj;
10: sum = 0;
11: for k = 1 to jS0j do

12: gk ¼ 1
Tmm
�min GBðkÞ; B0�sum

jS0 j�kþ1

n o
;

13: sum = sum + GB(k);
14: �g ¼ fgsk

jsk 2S0g;
15: Multicast �g to its children;
4.4. Analysis of algorithms

Theorem 2. Algorithms 2 and 3 have the time complexity of
OðNlogNÞ, and the message complexity of H(N), where N is
the number of nodes in the aggregation tree.
Proof. The most computationally intensive part is for sort-
ing all elements in {GB(sj)}. Since there are at most N ele-
ments in {GB(sj)}, the time complexity of this part is at
least OðnlognÞ. The other computationally significant com-
ponent is for computing the rate for each node over the
sorted set {GB(sj)}; this time complexity is OðNÞ according
to Proposition 3. Thus, the total time complexity is
OðNlogNÞ.

As for the message complexity, each node should send a
message to its parent to update information. The least
number of messages is equal to the number of edges in the
aggregation tree (i.e., N edges). Thus, the total message
complexity is H(N). h

Suppose the average one-hop round trip delay is RTT.
Now, the lower bound of the delay overhead is N � RTT for
a leaf node receiving the allocated rate.

5. Multi-frequency with half-duplex

Now we consider the scenario where each sensor node
has multi-frequency channel with half-duplex transmis-
sion mode (i.e., single transceiver). The half-duplex mode
is more practical for most radios in wireless sensor net-
works (i.e., IEEE 802.15.4).

5.1. Problem definition

For the half-duplex transmitting mode, a node usually
cannot transmit and receive data simultaneously. Thus,
the incoming rates cannot exceed R/2 for a relay node.

8sk;
X
sk2Si

gsk
6

R
2
; niis a relay node ð18Þ

Except for this constraint, the energy consumption
constraints and the capacity constraint for the root node
are exactly the same as the inequalities given in Eqs.
(6)–(9) in Section 4.1. Thus, the problem can be formu-
lated as:

P2 : maximize : TminQ
sk2S0

gsk

subject to : Inequalities 6—9 and 18

ð19Þ

The difference between the problem P2 and P1 is that P2
has an additional constraint (i.e., the inequality of Eq.
(18)), which is caused by the half-duplex transmission
mode. Similar to the first scenario, we can solve the prob-
lem by a lexicographic method [18], which is a typical ap-
proach for solving multi-criteria programming problems.
By this method, we first maximize the minimum network
lifetime Tmin, and then derive a rate vector �g to maximizeQ

sk2S0
gsk

under the given Max–Min lifetime. The rationale
for adopting such a lexicographic solution is similar to that
given in Section 4.1.

5.2. Max–Min lifetime

Suppose that the sink node (n0) has l direct children,
each denoted as n0,i(1 6 i 6 l).
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Theorem 3. Suppose the Bit Capacity of the root node n0 is B0

and the Bit Capacity of each child n0,i of n0 is B0,i. Among all
Bit Capacities of the direct children which are relay nodes, let
Bm denote the maximum Bit Capacity. Then the maximum
minimum (Max–Min) network lifetime Tmm is given by:

Tmm ¼
B0

min R; R
2

R16i6lB0;i
Bm

n o ð20Þ
Proof. The rates for all children n0,i(1 6 i 6 l) of the sink
node should satisfy: Tmin � g0,i 6 B0,i. Adding them up, we
have,

Tmin �
X
16i6l

g0;i 6
X

16i6l

B0;i ð21Þ

For the relay node with Bm, due to half-duplex, gm = R/2.
Thus Tmin � R/2 6 Bm or

Tmin 6
Bm

R=2
ð22Þ

Combining the inequality (21) with the inequality (22), we

get
P

16i6lg0;i 6
R
2

P
16i6l

B0;i

Bm
.

Also, the sum of the rates from all children of the sink
node should not exceed the radio capacity, which meansP

16i6lg0;i 6 R. Thus,
P

16i6lg0;i 6min R; R
2

P
16i6l

B0;i

Bm

� �
.

For the sink node, Tmin �
P

16i6lg0;i 6 B0. Thus, the Max–
Min network lifetime is Tmm ¼ B0

min R;R2
R16i6l B0;i

Bm

� �. h

When the sink node do not have children acting as relay
nodes, the Max–Min lifetime can be expressed as that in
Theorem 1. This is because, the constraint of the inequality
in Eq. (18) only exists for the relay node and the problem is
similar to that in Section 4.1 for this case.

An illustration can be made based on Fig. 1. When we
consider the half-duplex communication, the Max–Min
network lifetime in the aggregation tree will become
Tm ¼ 13

min R;13
7

R
2f g ¼

13
13
14R
¼ 14

R .

5.3. Fairness of rate allocation

We define one-hop-subtree as a tree which is rooted at a
child of the sink node. Suppose that the sink node (n0) has l
direct children, each denoted as n0,i(1 6 i 6 l). Let the sum
of the Geometry Bit Capacity of all the leaf nodes in a
one-hop-subtree be denoted as

P
sk2Sn0;i

GBðskÞ. We have:

Theorem 4. To achieve fairness by the lexicographic method,
the rate allocation strategy for all children n0,i(1 6 i 6 l) of
the sink node is as follows:

gj ¼ min
R
2
;

P
sk2Sn0;i

GBðskÞ
Tmm

( )
ð23Þ
Proof. For the one-hop-subtree which is rooted at n0,i, the

allocated rates for n0,i can be expressed as

P
sk2Sn0;i

GBðskÞ

Tmm
(based on Proposition 3). Also, considering the constraint
of half-duplex mode, the allocated rates for a relay node
should be less than R/2. Thus, the rate allocated to node

n0,i is min R=2;

P
sk2Sn0;i

GBðskÞ

Tmm

( )
. h

Since there is only one one-hop-subtree with sum of
data-rates larger than R/2, it is only necessary to check
the one-hop-subtree with the largest sum of Geometry
Bit Capacity. If the root of that one-hop-subtree is a relay
node (n0,i) and the sum of its Geometry Bit Capacity satis-
fies

P
sk2Sn0;i

GBðskÞ > B0
2 , then its aggregate rate should be

R/2. Otherwise, the rate allocation strategy should follow
that in Section 4.3.

Regarding the algorithms for computing Max–Min life-
time and fair rate allocation, the operation for leaf nodes is
the same as that in Section 4.3. But for relay nodes and the
sink node, due to half-duplex, the operations are different,
as described in Algorithms 4 and 5, respectively.

The relay nodes and the root node follow the similar
procedure to obtain the Bit Capacity and Geometry Bit
Capacity as that in Section 4.3, which is shown from line
5 to line 10 of Algorithm 2.

After obtaining the result of the computation, they re-
port the result to their parent nodes for further iteration.
A relay node also relays the multicast rate vector from its
parents to its children.

The root node calculates the optimal rate vector after
obtaining information from all the leaf nodes (i.e., the
source nodes), and then multicasts the fair rate allocation
to all leaf nodes (line 13 of Algorithm 3).

Algorithm 4 (Operations in Relay Node ni for half-duplex
case:).

1: Initialization:
2: Ei = getInitialEnergy(ni);
3: ci = getPowDispPara(ni);
4: Bi ¼ GBðiÞ ¼ Ei

ci
;

5: On Receiving Reports fBdk
; fGBðsjÞjnsj 2Sigg :

6: Bi ¼ minfBi;
P

sk2Si
Bskg;

7: Sort the members in fGBðsjÞjnsj 2Sig;
8: {GB(j)} = Sorted set in which GBj�1 6 GBj;
9: sum = 0 ;
10: for k = 1 to jSij do
11: GBðkÞ ¼ minfGBðkÞ; Bi�sum

jSi j�kþ1g;
12: sum = sum + GB(k);
13: Report {Bi,{GB(sk)}} to its parent;

14: On receiving allocated rate vector �g:
15: Select the value of gi from �g ;
16: if ni is the root of a one-hop-subtree and ni is a

relay node then
17: sum = 0;
18: for k = 1 to jSij then

19: gk ¼ min GBðkÞ=Tmm;
gi�sum
jSi j�kþ1

n o
;

20: sum = sum + g(k);
21: Multicast �g to all children;
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Algorithm 5 (Operations in the Root Node (Cluster Head) n0

for half-duplex mode:).
S. Lai, B. Ravindran / Ad H
1: Initialization:
2: Set value for Ei,ci and B0;

3: On Receiving Reports fBdk
; fGBðsjÞjnsj 2S0gg :

4: B0 ¼minfB0;
P

sk2SBskg;
5: Bm = Maximum Bit Capacity of children which are

also relay nodes;
6: Tmm ¼ B0

min R;R2
RB0;k

Bm

� �;

7: Sort the elements in ffGBðsjÞjsj 2Sdk
gjdk 2 Dig;

8: {GB(j)} = Sorted set in whichGBj�1 6 GBj;
9: sum = 0 ;
10: for k = 1 to jS0j do
11: GBk ¼minfGBðkÞ; B0�sum

jS0 j�kþ1g;
12: sum = sum + GB(k);
13: for i = 1 to l do
14:

P
sk2Sn0;i

GBðskÞ ¼ Sum of Geometry Bit

Capacity of all leaf descendants of n0;i ;

15: gi ¼min R=2; GBðn0;iÞ
Tmm

n o
;

16: Multicast �g to all children;

1

2
3

4
5

9 1310 12 12

6 7 8

Fig. 3. Experimental topology.
Theorem 5. Complexity: Algorithms 4 and 5 have the time
complexity of OðNlogNÞ, and the message complexity of H(N).

We skip the proof of this theorem since it is similar to
the proof of Theorem 2.

6. Discussion

For real implementation, the proposed algorithms
should work over routing protocols which are based on
the tree-topology. The algorithms do not decide the rout-
ing path, but calculate the optimal rates along the pre-built
paths. We do not consider packet lost which is due to unre-
liable link conditions or interference. However, such chal-
lenge can be addressed by reliable data transmission
mechanisms [27,28] in MAC layer. Our algorithms do not
discuss any specific reliable transmission mechanism and
assume the rate vector will be received at the root node.

The proposed algorithms belong to proactive mecha-
nism which means we decide the optimal data-rates before
traffic happens. This is different from traffic-aware rate
control if we consider to shut down some flows and to ad-
mit others. Although the latter problem is interesting and
complicated, it belongs to reactive mechanism which has
also been studied in the literature.

We neglect the feed-back message in our problem mod-
eling and algorithm derivations. The potential applications
of our work is multimedia applications over WSNs, like im-
age reconstruction, the feedback data (i.e., acknowledge-
ment message) rate is relatively small comparing to the
image/audio/video data from sensor nodes to the sink
node, and we just simply omit this part in our problem
formulation. If we consider the feedback data (i.e., ACK
message), the formulation will be largely different from
the current modeling and algorithms derivation. And we
believe it deserves more efforts for a new research work.

Our works are based on the scenario of single sink node.
However, it can be easily extended to the scenarios of hier-
archically clustered topologies and multiple sink node,
where the local cluster head or individual sink node calcu-
late the optimal rates with their own clusters respectively.

7. Experimental results

We evaluated the effectiveness of our algorithms
through simulation-based experiments.

7.1. Experimental settings

The settings of our experimental studies were as fol-
lows. We first generated an aggregation tree with a topol-
ogy as illustrated in Fig. 3. All nodes were distributed over
a field of size 200 m � 200 m. The remaining energy of
each node and the distance between two adjacent nodes
were randomly generated.

In our experiments, the distance between one node and
its next-hop node was randomly generated between
[15,30](m). We also set a = 50nJ/b, b = 0.0013pJ/b/m4, and
m = 4 for the power consumption model. The initial energy
reserve of each sensor node was defined using a normal
distribution with mean and variance of (25J,16J2). The
shared channel capacity (IEEE 802.15.4) was set to
128Kb/s. This experimental configuration is consistent
with that in [8].

7.2. Solution space

To illustrate our solution strategy for the multi-
objective programming problem, we show the entire solu-
tion space for the full-duplex mode in Fig. 4. Each data
point in the figure corresponds to one rate vector (for all
source nodes). The value of network lifetime and the prod-
uct of all source data-rates were calculated for each vector.

We randomly generated 500 rate vectors for all nodes
in Fig. 3 and plot the Max–Min network lifetime T andQ

sk2S0
gsk

for all vectors. The distribution of the values of
the two objectives are shown in Fig. 4.

Since the space of the entire solutions is a trade-off
between Max–Min network lifetime and fairness, it is not
always that a data point with Max–Min network lifetime
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also has the best fairness. Also, a data point with the high-
est value for fairness may not have the Max–Min lifetime.
Thus, our goal is to find the vector point (marked by red
color) in the most upper-right corner of Fig. 4. This most
upper-right point represents the rate vector with
Max–Min network lifetime and maximized fairness under
the given Max–Min lifetime.

7.3. Multiple frequencies with full-duplex mode

We show our rate allocation strategy in Fig. 5 for the set
of experiments that were conducted for this case. The rates
were calculated based on the distributed algorithm in
Section 4.3. By comparing with the Average Rate Allocation
strategy in which all source nodes have same data-rates,
we observe that the rates in our strategy vary from node
to node, since each node has a different Bit Capacity.
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Fig. 5. Data-rates for a
Fig. 6 shows the individual lifetime for all sensor nodes.
Recall that the network lifetime is defined as the smallest
lifetime among all the nodes. From the figure, we observe
that our rate allocation strategy achieves longer network
lifetime than the average rate allocation strategy.

Fig. 7 shows the lifetime of the same cluster when we
change the node configuration with different remaining
energy and transmission distance. The remaining energy
and transmission distance of each node in different
experiments has a normal distribution. We repeated the
experiment 60 times, and obtained the maximum network
lifetime in each experiment, both for our rate allocation
strategy and the average rate allocation strategy.

From the figure, we observe that the maximum lifetime
also has a normal distribution. In addition, our rate alloca-
tion strategy always achieves better performance than the
average rate allocation strategy.
13 6 7 8
 Aggregation Tree

ll source nodes.
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7.4. Multiple frequencies with half-duplex mode

For the scenario of a node adopting multiple frequen-
cies with half-duplex transmission mode (i.e., single trans-
ceiver), we simulated the Max–Min lifetime and fair rate
allocation strategy over the same network topology as
shown in Fig. 3.

We show our rate allocation strategy in Fig. 8. The rates
were calculated based on the distributed algorithms in
Section 5.3. We also compared the performance with
that of the average rate allocation strategy. Due to the con-
straint of half-duplex transmission mode, the rate
allocation for the average rate allocation strategy is differ-
ent from that in the scenario of full-duplex transmission
mode. In Fig. 8, nodes 9 and 13 should have rates of R/10,
and nodes 6 and 8 should have rates of R/6, so that the
aggregated rates in every relay node do not exceed R/2.

We observe that the rates of our strategy vary from
node to node and that the biggest individual rate is less
than that of Fig. 5, due to the constraint of half-duplex
mode.

Fig. 9 shows the individual lifetime for all sensor nodes.
Recall that the network lifetime is defined as the smallest
lifetime among all sensor nodes. From the figure, we ob-
serve that our rate allocation strategy achieves longer net-
work lifetime than the average rate allocation strategy in
half-duplex mode. Also, most of the nodes in Fig. 9 achieved
longer individual lifetimes when compared with that of
Fig. 6. This is because, in half-duplex mode, the source rate
was slightly lower than that in full-duplex mode.
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We also measured the lifetime of the same cluster
under different configurations, as shown in Fig. 10. We
change the node configuration with different remaining
energy and transmission distance with 60 times. The
remaining energy and transmission distance of each node
in different experiments has a normal distribution. The
comparison was made between our rate allocation strategy
and the average rate allocation strategy. From Fig. 10, we
observe that the maximum lifetime also has a normal
distribution and the proposed rate allocation strategy
outperforms average rate allocation strategy.

8. Conclusions

In this paper, we studied how to maximize the mini-
mum (Max–Min) network lifetime and to achieve fairness
with rate allocation for data aggregation applications in
wireless sensor networks. Since the two objectives are gen-
erally correlated with each other and they usually cannot
be maximized simultaneously, we adopt a lexicographic
method to solve this multi-objective programming prob-
lem. Our method first determines the solution space of life-
time maximization, and then derives the optimal rate
allocation strategy for ensuring fairness under that
solution space. Two scenarios were considered: multi-
frequency with full-duplex and multi-frequency with
half-duplex. We also presented distributed algorithms to
compute the maximum lifetime and the optimal rate vec-
tor for ensuring fairness for the two cases. The simulation
results illustrated the effectiveness of the approach.

Several directions exist for further study, including rate
allocation with multi-target tracking and multi-path rout-
ing for lifetime maximization and ensuring fairness.
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