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Performance and power consumption: critical metrics

o Flash has specific usage constraints — complex management
mechanisms

o Explain performance / power consumption behavior from the
application point of view — multiple factors

What are these factors ?
Case study : Embedded Linux Flash File Systems
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Architecture :
Chip Plane Block(32-128 Page(si2B -
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Operations : [ Read (ex:25us,28mw) H ( Erase
- (ex : 500 ps,
( write ex: 200 s, 18mw) H 18 mw)

» Hierarchical structure
» Latencies and power consumption: [1]
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ConsTRAINTS & FLAsH MANAGEMENT

Erase-before-write rule

o A page must be erased before being written
o It means erasing the entire containing block
@ No in-place data updates

o Out-of-place updates
o Logical to physical address mapping — invalid state
o Garbage collection
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ConsTRAINTS & FLAsH MANAGEMENT

Erase-before-write rule

o A page must be erased before being written
o It means erasing the entire containing block
o No in-place data updates

o Out-of-place updates
o Logical to physical address mapping — invalid state
o Garbage collection

Wearout of memory cells

o Wear leveling

Constraints management

o Complex flash management systems
o FTL, dedicated Flash File Systems (FFS)
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FFS with Linux

Userspace Userspace
Process Process
[ L|braw (ex: C),\

I System Calls (open, reag&wnte, etc.) |
][

Virtual File System (VFS)
Page cache

adedsiasn

1. VFS
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2. FFS FFS : FFS:
JFES2 YAFFS
PN
o0 -}

Generic NAND Driver : Memory
Technology gevice (MTD)

-

a/eMyos

aoeds [aulay

3. Driver

4. Flash ip

@I/O Flow

@ Hard to explain performance and power consumption at the
applicative level
e Complex management, multiple layers of abstraction
e Existing studies: no deep analysis considering the entire stack

arempreH
8
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METHODOLOGY

Offline (static) Online (runtime) exploring
exploring Functional
exploration

S T e consumption measures
method andysource code Hardware platforms: Hardware platforms:
omap3530, apf27 omap3530, apf27

Tools & Litterature: FFS, Linux ]

Means (Qemu J ((gabvserver ] 1} (™openpeorie )
Linux source code Developped set of Developped set of

VFS, FFS, NAND driver [ tracing tools traci?rz tools
explains

T T
Functional knowledge

[ Elements impacting performance and power ]

Perfs. and power

ion meast

.[ Performance and power ]
consumption in a FFS storage system

@ Hardware platform: Mistral Omap3evm
o Cortex A8 @720 Mhz, RAM 256 MB, NAND 256 MB [I]
e Power consumption measures: Open-PEOPLE [2]
(NI-PXI-4472B digitizer [3])
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DeveLoppep TooLs

Existing tools

» Ftrace [4], SystemTap [5], Oprofile [6] — not dedicated to
FFS storage inspection

Events n "
tracer I Applicative layer |
VfsMon VES
FuncMon
Events FES |
tracer
NAND driver : MTD |
FlashMon

@ Flashmon [7], VfsMon & FuncMon [8]

@ Linux kernel modules, core functions using kernel probes [9]
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Application VFS level:

* Requests divided in
Linux pages (4KB)
VFS| pcC RAA \WB + RAM buffer : Page

‘ H Cache
FFS » Page cache level
optimizations :
. * Read-Ahead
Driver « Write-Back

Chip
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FuncTioNnaL ExpLORATION

FFS level (ex JFFS2):
Data divided in on-flash

Application

ﬁ ﬁ nodes

VFS  Variable size & on-
 — flash location

* (small) write buffer

i * Garbage Collector
— * Synchronous with
Driver I/O requests
* Asynchronous
Chip (kernel thread)
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Driver level :
* Perform flash

Application

ﬁ ﬁ operations :
VFS‘ | + Read, Write, Erase

* Read buffer
N

-
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Driver LEVEL

Driver level - Erase op. Micro-benchmark

» Driver level

%8
23
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=]
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- [ <
access exec. time 2
Bgl
» Mean power measurement &
0 200 400‘ 600 800
Performance (ps) Power consumption (pJ) Number of sequentially erased blocks
Operation | Latency |Operation | CPU| Memory |Total 07 Driver level - Reading 32K flash pages sequentially
Read 185.065|Read 34.6 2.2 36.8 06 |
write | 4076 |[write  [746] 63 |81 el Fash asobesssloop
= | r e >
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g
03‘ [
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v "
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FFS LEvEL: READ & WRITE OPERATIONS

CASE STUDY: JFFS2

jffs2_write_end() - 100 seq. write requests of 4 KB

14
~ 12
=)
8E 10
£eo08
SE
3]5 0.6
S
@2 04 Time to write one flash page at the
=002 driver level
0.0

0.0 0.1 0.2 0.3 0.4 0.5 0.6

I I

Number of flash pages
written
P
»

0.0 0.1 0.2 0.3 0.4 0.5 0.6
Arrival time (s)

» Most of the time & energy
at the FFS level:
» Flash accesses
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FFS LEvEL: READ & WRITE OPERATIONS

CASE STUDY: JFFS2

Reading a JFFS2 fragmented / non fragmented file (same size)

jffs2_write_end() - 100 seq. write requests of 4 KB 5000
14 —— Non fragmented file
g 12 . Fragmented file
SE 10 f :
I~ 4000
2208 2
=3 E |
== 06 -
ggoa Ty flash ! e |
9 ime to write one flash page at the £ |
£33 02 |driverlevel ° 3000 f | [ I
00 g
0.0 0.1 0.2 03 0.4 0.5 0.6 g ¥
2 30 ~ S > - S 2000 X
& e |
a 25 ( ! | |
£ o | || |
20 : £

- LT T

3
g€ 05 0
Z 00 0.00 002 0.04 006 0.08 010 0.12 014 0.16 0.18

0.0 0.1 0.2 0.3 0.4 0.5 0.6
Arrival time (s)

Arrival time (s)

» On-flash fragmentation
defines flash accesses for read
operations

» Write history of the file

» Most of the time & energy
at the FFS level:
» Flash accesses
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FFS LEVEL: GARBAGE COLLECTION

JFFS2 - SyncHronous GC

Free space amount modification Micro-benchmark :
£ <) write requests
File B:
ng,ﬁ.efnjigg 2MB Variable size Free space
Free Valid Invalid
space space space
300 16 JFFs2 —Mean number of erase
g JFFS2 - write() mean response time o 14 Operations per block according
~250 according to the partition fill rate 2] to the fill rate
) s 31,2
=200 23
3 5 !
S 150 g 508 Fill rate :
2 Fill rate : €506 == 30 % (30 MB)
© 100 —m—309% (30 MB) s8Y —— 60 % (60 MB)
c == 60 % (60 MB) < S04 75 % (75 MB)
8§ 50 75% (75 MB) g2
= 2 50,2
0 =
2 4 32 64 128 256 512 0

8 16
Request size (KB) 2 4 8 16 32 64 128 256 512
Taille de requéte (Ko)

» Because of the GC, the initial state (amount of valid / invalid / free
space) has an impact on performance / power consumption [11]

» Asynchronous GC: uses /O timeouts to reclaim invalid data
Workshop 1/O - 06/29/2015 12 /17



Flash Memory Storage Methodology and Tools Performance and Power Consumption Analysis Conclusion
000 [e]e) 000000

VFS LeveL

Page cache impact

o Buffers all file accesses
@ Speeds up future read operations

o ... and reduces the energy consumed

06— . 3KLinux pages read from the FFS (sequential)  , —— 0.6————3K Linux pages read from the page cache (sequential}———
NN " A
A~ A s
Power ; ; Power] V
it i 1 W) CPU
it 0l Wy
!
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0.4] } 0.4 {
i Y
03 03 Memory
,AI 4 N~
02 0.2
~~=A WA —r
ol ; ; ; ; ; Memory : 01
248 250 252 254 256 258 260 262 26 0.02 0.04 0.06 0.08 0.10
Time (s) Time (5) +2.078el
— F-oamw|  E-cmmesns —h — P-owaw| Eociemeny
Poo=0.480W | TwomiEe — Pen Poro=0560W | Tio=0.060s
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VFS Lever: Reap-AHeAD

Page cache optimizations

o Read-ahead: read prefetching from the FFS in the page
cache

o Page cache write-back (only with UBIFS)

@0 Requested data @(file_size-1)
y 4
e [ T T T T T T T T T T 1T 111
- > -
Page (4KB) Prefetched data
. . 1800 —&— JFFS2 - IAtime: 0 ms
) DeSIgned for HDD with . 1600 —— JFFS2- IAtime: 5 ms

=== JFFS2 - IAtime: 50 ms
YAFFS2 - IAtime: 0 ms

good sequential performance £z

—=1000

= YAFFS2 - IAtime: 5 ms
° Re[y on asynchronous l/o éggg —#— YAFFS2 - IAtime: 50 ms
e ... but the NAND driver is £ 50
0
SyI'\ChI'OHOUS 8 16 32 64 128 256 512 1024

Number of 4KB read() requests
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VFS Lever: Reap-Aneap (2)

80 - JFFS2 -RAN  —W-JFFS2 - SEQ
~0- YAFFS2 - RAN —A— YAFFS2 - SEQ

%
(]
=}
g~
T o0
g > Read file size; 5 MB
oc O
=8 s 16 32 64 128 256 512 1024
S = 80
ca
S o 60
3 E
3 40
Q
x 2

o 10 MB

16 32 64 128 256 512 1024 2048

Number of 4KB read() performed

@ Read-Ahead — negative impact on performance and power
consumption [12]

e When prefetched data is not used
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o Functional, performance, power consumption, etc.
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FoLLowine WoRrk

System description
I/O workload description :‘I,

Perf. & Power con.
analysis and )y Models gy Simulator
exploration

|
.Y
estimations

Building a performance and power consumption simulator

o Building models of various types
o Functional, performance, power consumption, etc.

o Models implemented in a simulator, OpenFlash
o Performance and power consumption estimations, flash
management prototyping
o Validated against real measures (error < 10%)
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JFFS2 - AsyncHroNous GC
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» Asynchronous GC uses I/O timeouts to reclaim invalid data
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